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Abstract: Parkinson’s disease (PD) is a neurodegenerative disease in the central
nervous system. Recently, more researches have been conducted in the determina-
tion of PD prediction which is really a challenging task. Due to the disorders in
the central nervous system, the syndromes like off sleep, speech disorders, olfac-
tory and autonomic dysfunction, sensory disorder symptoms will occur. The ear-
liest diagnosing of PD is very challenging among the doctors community. There
are techniques that are available in order to predict PD using symptoms and dis-
order measurement. It helps to save a million lives of future by early prediction. In
this article, the early diagnosing of PD using machine learning techniques with
feature selection is carried out. In the first stage, the data preprocessing is used
for the preparation of Parkinson’s disease data. In the second stage, MFEA is used
for extracting features. In the third stage, the feature selection is performed using
multiple feature input with a principal component analysis (PCA) algorithm.
Finally, a Darknet Convolutional Neural Network (DNetCNN) is used to classify
the PD patients. The main advantage of using PCA- DNetCNN is that, it provides
the best classification in the image dataset using YOLO. In addition to that, the
results of various existing methods are compared and the proposed DNetCNN
proves better accuracy, performance in detecting the PD at the initial stages.
DNetCNN achieves 97.5 % of accuracy in detecting PD as early. Besides, the
other performance metrics are compared in the result evaluation and it is proved
that the proposed model outperforms all the other existing models.

Keywords: Parkinson’s disease; multi-variant feature extraction; DarkNet CNN;
principle component analysis; feature selection; machine learning; deep learning

1 Introduction

The damage in the nerve cells and the central nervous system in the brain leads to a drop in dopamine.
This dopamine loss in brain results in Parkinson’s disease. Initially, Parkinson’s disease have tremors in one
hand. It may have other symptoms like balance loss, slow work and movement, stiffness etc. These diseases
consider as a disorder in Neuro-degeneration due to the damage in dopamine-producing neurons. Moreover,
the area in the brain called substantia nigra which has dopamine-producing neurons. So, the disorder grows
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very slowly over the years and it also differs from one person to another. PD causing agents are unknown, not
static in reasons. Also, this disease has no medicines for curing the problem permanently. The medication and
surgery are available to lessen the symptom and slow down the disease to get progressed.

The treatment is dopaminergic based medications. PD became severe because neurons in the substantia
nigra have been lost already. Instead of dopamine, it has accumulated with alpha-synuclein which is
considered as abnormal. Many of the medical scientists are trying to explore their studies on PD
biomarkers in order to predict the diseases at its early stage.

Generally, the brain neuron is an interconnected region with a more complicated network. The recent
studies and the results have showed that the functioning of the brain is not just based on its regions; it is
due to the functioning of network topology [1,2]. The brain can be demonstrated as a collection of nerve
networks i.e., theory points, brains are connected with more body nodes. In the article [3,4] graph theory
represents the regions of brain ‘ interactions among them and network activities. It is also proved that
some of the abnormal functioning of the brain can be demonstrated with the prediction of disease using
graph theory. It reveals that it is imperative to understand the brain networks in diagnosing PD at the
earliest. Fig. 1. describes the stages of PD and its treatment-related details from WHO.

1.1 Statistics

After Alzheimer’s disease, the second most age-based neurodegenerative disorder is Parkinson’s
disease. At present, 7 to 10 million persons worldwide have been affected by Parkinson’s disease. Eighty
years of old people are affected in the ratio of 1900 per 100000. Similarly, it is estimated that 4% of
persons are diagnosed with Parkinson’s at their age of 50. Particularly, the men are being prone to this
disease 1.5 times more than the women.

This disease makes the persons away from their social life, quality, and person to person interactions.
The medical expense of this disease is more and it worsens their financial situation.

Figure 1: Stages of Parkinson’s disease
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1.2 Motivation

The neurological disorder of Parkinson’s disease shows its first symptom as a tremor in one of the hands,
slowness in movements and stiffness in face. The second most dominant symptoms are vocal difficulties.
Still now, the problem causing agent of Parkinson’s disease is not understood. Degeneration of cells in
the nerves of selective brainstem happens without any specific reason. In this article, the marker of PD
images of the patients is collected as a dataset and it is used for detecting the disease at its early stage.

The detection of speech variation among the patients is considered as an early detection stage in many
research articles [5]. Now, the focus is on how accurately the dataset is processed and the patients of PD are
predicted.

1.3 Contributions

The PD detection techniques are nowadays looking for accurate prediction. The requirement was
achieved in the proposed research article using more effective machine learning and deep learning
methodologies. Various algorithms were implemented for detecting the PD symptoms at early stages.
Also, the existing uses of techniques with some of the specific learning algorithms and detection modes
are reviewed. The main drawbacks in these techniques were identified in terms of limited features. These
issues were resolved in the proposed research work. By the current study, it is proved that the images of
markers are used to detect the early symptoms or intermediate development stage of Parkinson’s disease
as per the data of WHO (Fig. 1). The preferrable technologies in the detection of disease are as follows:

1. Various feature evaluation techniques are employed for selecting the appropriate feature from the data
set without noisy data.

2. PCA-DarkNet Convolutional Neural Network (DNetCNN) is implemented for detecting the
Parkinson’s disease.

The proposed techniques are used in predicting PD accurately when compared to the other neural
networks in machine learning techniques. The process of finding the abnormalities using the image
features helps successfully in early detection of PD.

The paper is organized as follows: Apart from the introduction, the literature survey is presented in
Section 2. Section 3 explains the implementation of the proposed methodology with neural networks.
Additionally, the extraction of multiple feature is implemented in the selection process. The performance
of the proposed research work is evaluated and presented in Section 4. Finally, the Section 5 has the
conclusion and future scopes of the research.

2 Related Works

The speech attributes were used to predict the PD symptoms in the article of Biswajt et al. [5]. Voice
features were processed using Naive Byes and SVM methodology. In regard to that, a novel method was
designed using Machine learning techniques for analyzing the voice models and detecting the PD
patients. Accurate outcomes were projected in the results. Nevertheless, the specified work used an old
SVM classifier that could not understand the noise invoices. Data analysis using multi-agent system was
proposed by Mostafa et al. [6] for detecting the vocal disorders. The vocal dataset of the patient is used
with the decision trees and the strengthening of learning strategies. The final classification is done using
Naive Bayes with random forest method. Real-time processing was complicated. In Bot et al. [7], it was
proposed to collect the data using mobile and analyzing the PD. In the study, less problem-based datasets
were used for the detection with less scalability. The symptoms of Idiopathic PD symptoms were utilised
for detecting the diseases in early stages as reported by Bouwmans et al. [8].
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An artificial neural network with backpropagation was suggested by Sadek et al. [9] for detecting PD.
The method was used to track the continuous movements of the patients. Another pattern matching was
performed using ANN. Movement patterns of various patients were evaluated for PD detection. The
disorders of Synuclein protein were evaluated with the rate of aggregation by Espay et al. [10] in order to
observe PD and Alzheimer’s symptoms. In the study, deep learning and machine learning were not used
in the prediction of protein disorder. The nonmotor symptoms of PD were analyzed in the article by
Seppi et al. [11]. PD treatment was suggested based on the nonmotor symptoms in the development of
next level symptoms and treatment.

The prediction of PD symptoms using data preprocessing, cross fold and machine learning techniques
was proposed by Gao et al. [12]. From the study, it was clear that the neuro and the tremor data were used so
as to predict the PD in the early stages. The results were valuable but they were not sufficient enough in
detecting PD. Model of information gain was suggested by Rastegari et al. [13] for PD prediction from
the input dataset. Different machine learning with the information gain model was implemented. It was
shown that the results in finding PD were good but not greater than the deep learning techniques. The
process of analyzing images using deep learning methods such as a deep neural network with a
convolutional neural network was proposed by choi et al. [14]. In the implementation, the images of
dopamine transporter data features with profound variations were utilised. The DNN along with the CNN
layers were used in order to predict the PD by frames in the images. Image processing techniques had
positively evaluated the Parkinson’s disease. In the specified research, the main drawback was that the
focus was only given to the dopamine levels of the image.

In the research work, Abdulhay et al. [15] had suggested tremor and gait disorders for PD detection at the
earlier stages. Frequency differences were analyzed in the real-time for the purpose of detecting the disorders.
In the study, the peak detection with gait algorithm was employed with the evaluations of kinetic features.
The specified working frequency cut-off range was determined using machine learning with signaling filters
in case of tremor and gait disorders. Moreover, only the body abnormalities and less training features were
used in deep learning models. The approach for assessing the natural speeches was carried out using machine
learning approaches. The original feedback of people with different age groups who were affected with PD
were analyzed. Further, the speech abnormalities were identified in the detection of PD. The sensor-based PD
detection was suggested by Pereira et al. [16]. The abnormalities in writing were identified using sensors by
Kubota et al. [17]. In the study, a pen was fitted with different sensors for detecting the abnormalities of
writing, and a pressure sensor was suggested for the detection of abnormalities in handwriting. Camps
et al. [18] had used the body sensors in order to identify the abnormalities of motion in a moving body.
Even though a wide variety of techniques and datasets are suggested, there is still a challenge in the early
prediction of this silent disease. Therefore, it is clear that there is a need for an appropriate tool in the
detection of the disease.

3 Parkinson’S Disease Detection Using Darknet Convolutional Neural Network

A detailed discussion about the proposed Parkinson’s disease detection based on Darknet Convolutional
Neural Network (DNetCNN) model was discussed. There were four major stages in the specified model. In
the first stage, data preprocessing was used for the preparation of Parkinson’s data. In the second stage, the
MEEA model was used for extracting the features. The principal component analysis was used in the third
stage for enhancing the accuracy of the classifier. Finally, PD was detected using Darknet Convolutional
Neural Network (DNetCNN) in the fourth stage that was used for the training features. Fig. 2 shows the
general architecture of the proposed PD detectors.
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3.1 PD Image DATA SET

For the experimental analysis, the dataset from Parkinson’s Progression markers Initiative (PPMI) had
been taken. PPMI was the clinical study from the observation of PD progression. The images in the database
were considered as 4+0.5h of DaTScan. The dataset was consisted of 269 samples. Among them, 158 images
were PD patients and 111 images were of healthy controls. Among the dataset, 80% of the data were
accounted for the training samples and 20% of the data were accounted for the testing samples. The
specific partition was based on the k-fold-validation with k value of 5. The proposed DNet- CNN was
trained with 100 epochs. Similarly, the experiment was repeated as (k-1) time for the training and testing
of the data for five times.

3.2 Feature Evaluation

Multiple Feature Evaluation Approach (MFEA) were used for evaluating the features of the input
dataset. In the study, the intelligent agent sets were used for deciding the feature extraction, which in turn
could interact with each other within the environment. Furthermore, when the problems were not solved
by using the individual agents, a joint agent function was preferred in order to solve the case. So, in the
system, flexibility was enhanced using the application of the agent. The agents were feature evaluator and
evaluation function where the functionality was segregated. During the time of working, the interactions
with its functional modules were enabled. Also, there were five agents that were encompassed in MFEA.
The agent had operated its specific evaluation feature techniques. Moreover, the agent helped in ranking
the features and search algorithm that was used for implementing and creating the subsets for the feature.
Other weighted feature subsets were ordered based on the results of the evaluation process.

After the extraction of the features, the filtration process had taken place. The agents had filtered the
subsets and produced preliminary vector copies. These copies were collaborated and produced optimized
vectors. Fig. 3 explains the feature extraction process.

In the evaluation process, five of the following agents were considered:

Autocorrelation evaluator:

The feature evaluator @1 was computed by the first agent /1. The evaluator had obtained the pitch
period @1 for the subsets. The correlation score of the feature coefficient which was less than 0.95 was

Figure 2: General architecture of the proposed system

Figure 3: An overview of MFEA

CSSE, 2022, vol.43, no.1 337



considered as the useful feature. The feature coefficients which were more than 0.95 were not included for the
assessment.

Correlation feature selection:

@2 was CFS evaluator which was operated by /2; the second agent. The ability of prediction was
measured by @2 for the measurement of every feature. Further, the degree of redundancy among the
features was calculated for evaluating the subset of the features.

Gain Ratio evaluator:

Third agent/3 was operated by @3 feature evaluator of gain ratio. The gain ratio @3 was measured by the
feature subset of respective class for the evaluation process.

Info Gain evaluator:

The feature evaluator @4 was processed by the fourth agent/4. The information gain was calculated and
measured by @4 based on the class for the worth of feature evaluation subset.

SVM Feature evaluator:

The @5, the fifth agent had computed the SVM evaluator/5. The classifier of @5 feature evaluator was
used for evaluating the feature subset.

The values of the five agents were collaboratively measured as the mean of features rank and frequency
of its appearance. The features that had high frequency and low mean value were utilised for the further
process. The combination of selected subset features was used to form a feature filtered vectors.
Highly ranked features were selected for the process of classification. Whereas, the features which had
fewer weights were eliminated. Finally, the classifier had the choice of selecting only the vectors that
were fitted in it.

Each of the operator had given different ranks by all the operators and eliminated the low ranked features
respectively. Hence, the process of classification was enhanced using MEM. The global minimum value
which was not suited for the classifier was eliminated.

Assume initial dataset D with feature vector V’s m instances length. V = X ; Yf g, where X =
x1; x2; . . . ::; xnf g indicates input parameter set and Y= y1; y2; . . . ::; ymf g represents the output parameters

set. The format of D is given as follows,

D ¼
x1 x2:: xn
x1 x2:: xn
x1 x2:: xn

2
4

3
5;

y1
y2
:
ym

2
64

3
75 (1)

Every agent is inclined to generate the evaluated features as, /1 : X ! x1 � . . . :�xn , where X’s
permutation process is represented as ». A filter function will be there in the collaborative mechanism of
the multi-agent system where X is received, and the included feature is computed, in xin, from the
excluded feature, xex of X.

Filter Xð Þ ¼ xink1 fi � 1

n

Xn
i¼1

fi ^ rank xi;
1

fi

Xfi
j¼1

ri;j

 !
� t;

xexk2otherwise

8><
>: (2)

where, the feature is represented as xi, in X, total features count are represented as n and i= 1; 2 . . . :nf g in
which xin+ xex=X; k1 gives the xin’s index, and xex’s index is given by k2. The appearance frequency of xi is
represented as fI and its rank is given by ri;j via @j, where the corresponding feature index of the evaluator
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agent is represented as j, the referenced rank of the feature is returned by rank function as an integer value and
the required number of the threshold value xin is represented as t.

Based on the results of the evaluation, the selected features count were computed by t. A human or an
agent can set the value of t that can compute this autonomously. The agents compute a specific vector with the
length D according to the expression (3).

t ¼
1

k0

Xd

k0¼1
sk � n

m
t < n (3)

where the size of D is represented as m, original features count in D is represented as n, for a test attempt,
training diminutions is represented as d, attempt index is represented k0, and for every attempt, training
dataset size is represented as s. MFEA algorithm of a multi-agent system is shown below where the
filtered features are represented as ~X.

3.3 Feature Selection Using Principal Component Analysis

Features were extracted in the proposed work using PCA. From the images of MRI brain, the wavelet
coefficient size can be minimized using a useful dimensionality reduction tool called principal component
analysis (PCA). A dataset C with N size is assumed and it has d dimension. The jth feature sample mean
mj is computed first as [19,20].

mj ¼ 1

N

XN
i¼1

C i; jð Þ (4)

In the next stage, zero-mean dataset B is computed as

B ¼ C � emT (5)

where a vector with all one is represented as e and it has N �1. In the third stage, d�d dimension covariance
matrix Z is generated.

z ¼ B � B
N � 1

(6)

In fourth stage, covariance matrix Z has Eigen decomposition expression as

z ¼ XYX�1 (7)

Here, the eigenvector matrix is represented as X; the eigenvalue matrix is represented as Y, a diagonal
matrix.

Y ¼
Y 1; 1ð Þ . . . . . .
. . . Y 2; 2ð Þ . . .
. . . . . . Y d; dð Þ

2
4

3
5 (8)

In the Fifth stage, X and Y are rearranged so that the eigenvalue will be in a decreasing way

Y 1; 1ð Þ � Y 2; 2ð Þ � . . . :: � Y d; dð Þ (9)
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In the sixth stage, for every eigenvector, the cumulative variance is computed as

G Kð Þ ¼
XK
I¼1

Y i; ið Þ (10)

This forms the following vector,

G ¼ G 1ð ÞG 2ð Þ . . . . . . :G dð Þ½ � (11)

In the seventh step, threshold T is assumed and L� is selected in such a way that,

L� ¼¼ argmin L
G Lð Þ
G dð Þ
���� � T

� �
(12)

At last, the highly important principal component is output L� [21,22].

3.4 Darknet Convolutional Neural Network (DNetCNN)

In the current research, the artificial neural networks and the deep learning play a vital role in
classification and regression [23,24]. Among the different deep learning models, the convolutional neural
network had been proven to be the best classifier. Classical CNN had categorised the image objects as
useful but noted lack of noise in the images. If the quality of the image was low, the classification by
CNN got affected. In the proposed work, the DNetCNN [25] structure was added as the first layer of
CNN in order to improve the classification accuracy of Parkinson’s disease prediction. Darknet-19 is the
deep learning classifier model that is used to detect the real-time objects based on the detection system
called YOLO (You only look once) [25]. Darknet structure consists of 19 convolutional layers and five
pooling layers which are activated by the activation function. For binary classification, the sigmoid
activation function is used. For multi-classification, the Softmax activation function is used. For the input
image (if it is grey means 2D representation is used; else 3D representation used) X and kernel K, the 2D
convolutional operation is performed using Eq. (13)

C X ;Kð Þ i;jð Þ ¼
X
r

X
c

K r; cð Þ � X � i� r; j� cð Þ (13)

K- input matrix with the step parameter. In the proposed DNetCNN, the sigmoid function is used as an
activation function since the testing dataset Parkinson’s disease is a binary classification using Eq. (14).

sigmoid hð Þ ¼ 1

1þ e�Xi
(14)

The input image from the dark convolution layer to the pooling layer then to the classification layer is
shown in Fig. 4.

The proposed DNetCNN had 16 convolution layers. Each darknet layer had one convolutional layer with
the convolution and activation operations. Each of the four convolution layers had the same follow up of three
successive forms. The normal operation on the convolution layer was responsible for standardizing the input
image, leading to reducing the training time. The activation function will prevent the neuron from dying. In the
pooling layer, the Maxpool operation was performed based on 2*2. It will maximize the region which were
used by the filters. The size of the filter varied from the darknet to the convolution layer in the range of
8,16,32 and 64. The layered structure of the proposed DNetCNN is shown in Fig. 5. The darknet layer with
the filter of 3*8 was the first layer. Then the next consecutive layers were DN, pool and CNN. The last
convolution layer had a filter value of 256. The DNetCNN had been used to predict the binary classification
of the proposed experiment called Parkinson’s disease as PD positive or PD negative.
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4 Result and Discussion

For the experimental analysis, the dataset from Parkinson’s Progression Markers Initiative (PPMI) had
been taken. The data set was already described in section 3. For all the classification problems, the
performance metrics such as accuracy, sensitivity, specificity, F-1 score and precision were calculated so
as to prove the accuracy of classification using the following Equations.

Accuracy ¼ TP þ TN

TP þ TN þ FP þ FN
�100

Sensitivity

Recall
¼ TP

TP þ FN
�100

Specificity ¼ TN

TN þ FP
� 100

Precision ¼ TP

TP þ FP
�100

F1�Score ¼ 2 � precison � recall
precisionþ recall

(15)

The evaluated results on various folds are shown in Tab. 1. The training and the testing samples with 5-
fold validation were performed and the results were analyzed based on the performance metrics. As a whole,

Figure 4: Structure of proposed DNetCNN

Figure 5: Layered structure of proposed DNetCNN
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the average of these five-folds was considered. The proposed work had obtained the classification accuracy
of 97.5% as average. The illustration is shown in Fig. 6.

In order to prove the efficiency of the proposed work, the algorithm with the existing algorithms such as
LeNet based [26], AlexNet based [26], and AlexNet + Transfer learning were compared [27].

Tab. 2. shows the performance of different classification algorithm compared to the proposed algorithm.
The metrics result had proven that the proposed DNetCNN obtained high-level accuracy of 97.54% than the
other existing algorithms. The prediction result of PD with non-PD was high in accuracy in the proposed
work. The visual comparison is shown in Fig. 7.

Table 1: Performance evaluation of proposed work

Folds Performance metrics

Sensitivity Specificity Precision F-1 score Accuracy

fold-1 88.12 92.34 89.26 87.34 95.73

fold-2 86.93 91.35 88.23 88.36 96.23

fold-3 84.53 92.25 89.53 87.33 97.27

fold-4 86.24 91.26 84.67 86.78 96.43

fold-5 87.64 93.53 89.27 91.37 98.29

Average 86.692 92.146 88.192 88.236 96.79

0
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100

fold-1 fold-2 fold-3 fold-4 fold-5 Average

(%
)

5-folds

Performance evaluation of proposed DNetCNN

Sensitivity

Specificity

Precision

F-1 score

Accuracy

Figure 6: Performance of proposed work

Table 2: Performance comparison of different classification approaches on PD

Classification approaches Performance metrics

Sensitivity Specificity Precision F1-Score Accuracy

LeNet 88 76 81 83 94

AlexNet 89 79.3 84.6 87.36 93.26

AlexNet+transfer learning 93.2 84.345 89.2 88.36 96.347

proposed DarkNet-CNN 94.35 89.67 92.45 91.45 97.54
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Hence, the proposed approaches such as Multiple Feature Evaluation Approach (MFEA) for feature
evaluation, PCA for feature extraction, and the proposed Dark Convolutional Neural Network for
classification approaches in segregating the Parkinson’s disease patient from the normal control people
with an accuracy of 97.54%.

5 Conclusion

In this research, a new classification model is proposed by embedding Darknet 19 with CNN for efficient
image classification. Parkinson’s is very difficult to detect in its early stage. There are various ranking
algorithms and feature evaluation algorithms in MFEA and it is used for weighting the feature
worthiness, and the best feature set is selected accordingly. To increase the accuracy of the classifier, the
principal component analysis is used for selecting the features. At last, for detecting PD, over these
features, a Darknet Convolutional Neural Network (DNetCNN) is trained by the dataset. Concerning the
accuracy, better results are achieved with 97.5% in the fivefold cross validation. In the proposed model,
more feature selection models and the classifiers are eliminated and the deep learning model is used for
minimizing the time consumption. However, high computational complexity is produced by deep learning
with improvement techniques. Therefore, it is suggested that, ASPP-UNET model can be used for PD
prediction in the future.
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