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Abstract: Capturing the distributed platform with remotely controlled compro-
mised machines using botnet is extensively analyzed by various researchers.
However, certain limitations need to be addressed efficiently. The provisioning
of detection mechanism with learning approaches provides a better solution more
broadly by saluting multi-objective constraints. The bots’ patterns or features over
the network have to be analyzed in both linear and non-linear manner. The linear
and non-linear features are composed of high-level and low-level features. The
collected features are maintained over the Bag of Features (BoF) where the most
influencing features are collected and provided into the classifier model. Here, the
linearity and non-linearity of the threat are evaluated with Support Vector
Machine (SVM). Next, with the collected BoF, the redundant features are elimi-
nated as it triggers overhead towards the predictor model. Finally, a novel Incom-
ing data Redundancy Elimination-based learning model (RedE-L) is built to
classify the network features to provide robustness towards BotNets detection.
The simulation is carried out in MATLAB environment, and the evaluation of
proposed RedE-L model is performed with various online accessible network traf-
fic dataset (benchmark dataset). The proposed model intends to show better trade-
off compared to the existing approaches like conventional SVM, C4.5, RepTree
and so on. Here, various metrics like Accuracy, detection rate, Mathews Correla-
tion Coefficient (MCC), and some other statistical analysis are performed to show
the proposed RedE-L model's reliability. The F1-measure is 99.98%, precision is
99.93%, Accuracy is 99.84%, TPR is 99.92%, TNR is 99.94%, FNR is 0.06 and
FPR is 0.06 respectively.

Keywords: BotNet; threat; intrusion features; linearity and non-linearity;
redundancy; regressive linear measure; classification; redundancy elimination-
based learning model

1 Introduction

The systems that are compromised over the network are termed as botnets or zombies. Botnets are attack
platform in distributive nature [1]. The characteristics of botnet are to generate spam and distribute it among
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the networks and launches Distributed Denial of Service (DDoS) to perform fraudulent activities. The
existence of botnet over the network lifecycle relies on the utilization and establishment of controlling
and commanding channel among the zombies and botmasters [2]. The target of this research is to provide
an efficient approach to identify the patterns (features) of malicious data to solve the multi-objective
problem structured over the Peer-to-Peer network environment [3]. Most of the researchers, concentrates
on designing the better commanding and controlling topology of centralized form for botnet. The
topological model is provided by two or more servers [4]. It works as a terminating point of the channel
while a botnet is identified. But, the major challenge with this topological model is the P2P framework
which makes the termination process to be more complex [5]. These P2P topologies are either structured
or unstructured. The former model adopts hash table-based distributed routing; while the latter model
uses gossip, flooding, and random walks protocol for routing purpose [6]. The structured routing model is
more feasible towards the attackers to launch the attack activities and coordinated further attack process.
It makes the eavesdroppers to deal with all the malicious malware instances over diverse localities and
triggers the functionality to deal with the typical churn-related with the host [7]. It cases on and off state
of the model. Some of the examples of these kinds of attacks are: storm, TDL-4, and conficker. The
botnets infects about 4.6 millions of host all over the world [8].

Recently, botnet detection is considered as the most active state of research. Some prevailing approaches
of botnet detection are done with statistical feature computation with packet and traffic flow; whereas in some
cases protective packet inspection is performed [9]. These approaches require comparison of traffic flow with
other models for the isolation of C2 traffic. Therefore, it reduces the efficiency of attack propagation [10]. It is
considered as the most efficient way when compared to flow clustering model as it eliminates the requirement
of cross-layer flows among the dataset. The graph model shows three essential advantages: 1) it facilitates
collection efficiency where the communication graph holds G(V, E) with edges and vertices as flows and
hosts respectively [11]. It is parsed in a linear manner from the source to the destination address with
Internet protocol header. With the upholding strength of the network, traffic data compression-based
representation consumes lesser amount of storage and computational resources in association with other
models. 2) Faster detection approaches are modelled for handing the relative compression. 3) It is the
most significant method, i.e., graph analysis which leverages the fundamental properties of P2P botnet
structure [12]. The controlling and commanding mechanism is robust towards node to maintain the
network functionality. It requires higher internet connectivity among the P2P nodes. Some other features
associated with P2P sub-graphs are assortative in nature. The nodes possess better degree for connectivity
to establish connection among the networks. This property builds the robust way to fight against botnet
[13]. The sharpness towards the node activity (benign) does not show assortativity with higher
connectivity. The C2 mechanism over the P2P network model provides distinguishable topological
characteristics during graph-based communication. Author in [14] proposes an idea with botgrep where
the graph is constructed for providing network traffic and adopts the topological botnet command
properties and C2-based communication to segregate the connectivity from the benign traffic. It adopts
spatial relationship among the communication graph to a finest level in contrary to other graph based
detection approach. It relies on fast-mixing P2P structural nature of sub-graphs which is relative to benign
traffic [15]. This method is examined over the synthetic topologies imposed on graph construction from
network traces and provides superior accuracy over testing datasets. A botnet is a collection of internet-
connected devices infected by malware that allow hackers to control them. Cyber criminals use botnets to
instigate botnet attacks, which include malicious activities such as credentials leaks, unauthorized access,
data theft and DDoS attacks.

However, these approaches do not discuss the network patterns in linear and non-linear manner. The
network patterns are composed of higher level and lower level features; in some cases the high level
features are the most influencing features that trigger the attack activities over the network. The lower
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level features are not so severe and it does not influence the network communication. The linearity and non-
linearity of the data patterns are analyzed efficiently by Support Vector Machine (SVM). The data patterns are
validated by SVM and maintained over the bag of features (BoF). This process reduces the redundancy of
data patterns to handle the computational overhead in an efficient manner. The process of redundancy
elimination is carried out by Redundancy Elimination-based learning model (RedE-L) to categorize the
features for predicting botnet. The theoretical complexity is reduced with the adoption of this model and
maintains the prediction accuracy. The proposed model is evaluated and compared with benchmark
dataset to show the efficiency of the model. The comparison is done with conventional SVM, C4.5,
RepTree and so on, where the metrics like MCC, accuracy, detection rate are computed to show the
model reliability. The major research challenge is the prediction of botnet dataset (benchmark dataset) and
the analysis of botnet features.

The work is further organized as follows: Section 2 depicts the extensive review towards the background
studies on botnet detection; Section 3 discusses the proposed methodology and the functionality of the
model; Section 4 is numerical results and discussion of the proposed model; Section 5 is conclusion and
future research directions.

2 Related Works

The significance of predicting bot over the network is extensively reviewed using conventional
approaches. Here, the relationship among the host towards the bot and the consequences are analyzed.
Saad et al. [16] target at predicting the coordination and injection that happens during malware infection.
Zhao et al. [17] discusses the similar approach termed as botnet sniffer for predicting the C2 channels
which is required for the botnet prediction. Thus, it adopts similarity property and spatio-temporal
correlation for predicting botnet. C2 server establishes the contact with every bot and analyzes the botnet
functionality using the commanding process. These behaviours are constantly analyzed for identifying the
C2 channel. Botnet sniffer and hunter carries out the evaluation process over the honeynet by executing
the malware binaries. These traces are not publicly available and lack of appropriate algorithmic model is
due to botnet public dataset. Therefore, the author anticipates a labelled dataset that includes background,
normal and botnet traffic. Nagaraja et al. [18] discusses some learning approaches like k-NN, SVM,
ANN, clustering, and DT which falls under the sub-categories like unsupervised, supervised, and hybrid
approaches. The first approach learns the normal and abnormal characteristics of the attack. Hang et al.
[19] provides an unsupervised model for predicting the unknown and known anomalies of IoT with auto-
encoder and dissimilar graph model. Ding et al. [20] discuss the supervised approach that learns from the
labelled data which includes normal and attack-traffic. There are diverse approaches like rule-based
classifier, SVM, and ensemble learning model. With the finest generalization functionality, SVM is
adopted for various security-based applications. Jai Kumar et al. [21] discusses the hybrid approach that
provides huge benefits with lesser labelled traffic which is used for learning purpose. Some other methods
are also adopted for botnet detection. It uses diverse entropy measures. For example, author in [22]
anticipates a novel approach for predicting the anomalies from large-scale environment to predict network
traffic by evaluating the deviation identified among the incoming flow records and normal traffic profiles.
Chowdhury et al. [23] discusses the general botnet detection behaviour using Markov chain to examine
the C2 channel states. This model is evaluated and trained with CTU-13 dataset and provides 93% F-
measure value and 0.06% FPR. The author [24] concentrated on predicting the infected machine over the
enterprise level by analysing the DNS activity of host over every one hour. Here, set of features are used
for evaluating the network traffic (DNS) and the outcomes predicts the suspicious DNS connection for
predicting the infected machine. Moreover, flow-based approaches determine some communication
patterns among the hosts and predict the infected DNS connection. Thus, the host and flow process may
occur with higher computational overhead.
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Garcia et al. [25] discuss the graph-based model to establish the relationship among the host network.
Various situations are analyzed for predicting the P2P botnets and to evaluate the DNS traffic from those
malicious regions. Chen et al. [26] projects the difference among various traffic types and analyses the
flow among 1) UDP/TCP port destination number 2) 11 different port number adopted by TCP and UDP
and 3) ICMP flow. Here, the derived/plain features are used to train the unsupervised learning process
over the normal traffic with essential features. As an outcome, the proposed k-NN model attains 99%
detection accuracy and 6% FPR respectively. Latif et al. [27] discuss the unsupervised graph model for
predicting the abnormal communication patterns and labelling of botnets. The graph sequences are
constructed over the port of source/destination address and evaluate the graph edit distance among the
graph. This model shows better prediction accuracy of 95%. But, the drawback is their costly natures for
evaluating the graph edit distance for all pairs of graph. This computation process is known as NP-
complete. Bhatia et al. [28] discusses the network communication model using graph where the edges
and hosts communication is established with its host vertices. The graph-based features are analysed with
the centralized measure and in/out degree. It also adopts hybridized method and evaluates various
learning approaches to attain better detection rate. It possesses higher computational overhead with larger
communication graph, for instance, shortest path algorithm for centralized measure. The outcomes of
graph-based detection approach are more promising with higher complexity, and NP-complete.

Some statistical features of packets and the flow are analyzed for detecting C2 channels by author et al.
[28]. Some of the solutions are provided over certain communication protocols like IRC. The author
discusses the protocol-independent solutions to project the bot characteristics by communication patterns
and malicious activities. It is a simple concept as botnet provides randomized communication and
topological patterns with the sensing of newer attacks like Mirai. Hence, it is proved that non-protocol
specific model is less vulnerable for bot detection. The major drawback with the existing research is the
lack of pattern analysis and complexity in predicting the spatial location of botnet over the network.

3 Methodology

This research work concentrates on providing an efficient approach to analyse the incoming data
patterns over the distributed environment. The data patterns are either linear or non-linear, that support
vector machine with regression analysis. The redundancy elimination is performed to eliminate the
unnecessary features that leads to over-fitting and improves generalization.

3.1 CTU-13 Dataset

It is a botnet traffic dataset acquired from CTUUniversity, in 2011. The target of this dataset captures the
real botnet traffic from the background and normal traffic. It is composed of 13 captures (scenarios) of
various botnet samples. Over these scenarios, certain malware is executed with several protocols and
actions. Each scenario is captured in pcap file which is composed of packets and of three different
traffics. These files are processed to attain the information type known as weblogs, NetFlows and so on.
The uni-directional netflows specifies the traffic and assigns the label. The bi-directional NetFlow is
composed of various advantages. It shows the malware used to capture the number of infected computers
over these scenarios. Fig. 1 shows the block diagram of the proposed model.

3.2 Data Pre-Processing

The data collected from the online source needs to be normalized before performing the training and
testing process. The linear transformation (host resource utilization) is expressed as in Eq. (1):
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xni ¼
xi � xmin

xmax � xmin
(1)

From Eq. (1), xni is represented as normalized host resource and xi is the original data used during host
resource utilization. The maximal and the minimal values of xi is provided with xmin and xmax respectively.

3.3 Support Vector Machine (SVM)

SVM is an efficient classification approach that gains huge popularity which is mainly considered during
the classification problem. However, the analysis with the huge dataset includes both linear and non-linear
data (dependent and independent variables). Therefore, these kind of data needs to be analyzed for
identifying the data patterns that triggers the attack activities over the network. The regression analysis is
adopted over this model to measure the linearity of the data. The function is expressed as f(x) which is
mathematically computed with training dataset. The dataset form the combination of input and output
vectors (xi, yi) for the construction of training points. The input vectors xi is formed with finite sequential
measurements where the output vectors are composed of n(n + 1) network traffic observations where ‘n’
specifies the observation towards the host-based resource utilization. The values are partitioned as x1, x2,
…, xi into training and testing outputs. The provided training data with ‘X’ data points {xi, yi}, i = 1, 2,
…, N with input data xi ∈ X⊂ Rn and output data yi ∈ X ⊂ R. With regression analysis, the linear and
non-linear data functionality is expressed as in Eq. (2):

f ðxÞ ¼ w[ ðxÞ þ b (2)

Here, ‘x’ is input sample space towards multi-dimensional feature space (non-linear function[ ðxÞ), ‘b’
is bias and ‘w’ is weighted coefficient and f(x) is predicted value corresponds to training dataset. The target is
to attain the optimal prediction value. The threshold and weights are used for training the model. The error
generated is defined as empirical risk which needs to be reduced. It is expressed as in Eq. (3):

Risk minimization ¼ 1

2
jjwjj2 þ Er (3)

Here, Er is empirical risk analysis. The data pattern prediction functionality relies on hyper-parameters
like ‘C’ and ‘ɛ’ respectively. Here, ‘C’ is provided to manage the training error and model complexity, ‘ɛ’ is
to measure the prediction accuracy with optimal functionality. The kernel functionality is adopted for

CTU 
dataset

Data pre-processing
Normalization

Feature/data pattern analysis
SVM (linear and non-linear 

regression)

Bag of Features 
(BoF)

Linear and Non-
linear features

Redundancy Elimination-
based learning model 

(RedE-L)

Performance 
evaluation

DR, FAR, accuracy, 
FAR, MCC, precision, 

F1-score

Figure 1: Block diagram of proposed model

CSSE, 2022, vol.43, no.1 123



mapping the incoming data. However, the parameter functions are processed based on kernel type. The slack
variables are included for optimizing the incoming data, expressed as in Eq. (4):

Risk minimization ¼ 1

2
jjwjj2 þ Er þ C

XN
i¼1

ðn�i þ nÞ (4)

Here, slack variables n�i and ξ are introduced to reduce the error during upper and under estimation of
actual values.

3.4 Regressive Linearity Measure

The linear regression is used to provide the assignment of provided class labels to all samples ′x′ based on
the class label score. When x2 is a sample matrix with ith row in correspondence to sample xi which is
composed of weighted patterns from SVM which is augmented as xi = [1 si1si2…sic]

T. When θ1 is
coefficient matrix with similar regression model the features (data patterns) are expressed as in Eq. (5):

min J ðu1Þ ¼ 1

2
jjY � X2u1jj2F þ �

2
u1jj2F (5)

Here, ′Y′ is class label matrix; θ1 is regression coefficient matrix; λ is a regularization term used for
eliminating over-fitting issues. The optimal θ1 is expressed as in Eq. (6):

bu1 ¼ ðXT
2 X2 þ �IÞ�1XT

2 Y Þ (6)

For any sort of unknown samples ′x′ is an augmented score vector, the output of all labels are computed
using Eq. (7):

f2ðx; ljÞ ¼ xT bu1j; 1 � j � c (7)

where bu1j is jth column matrix θ1. The relationship among the labels are considered during the assignment of
class labels with samples. The data patterns and the corresponding labels are evaluated to allocate the class
labels independently with a threshold level. The class assignment of these class labels to the provided
samples ′x′ with the evaluation of data patterns gives optimal results, i.e., the output of the labels are
determined not only by the label score but also with other corresponding factors. The experimentation
carried out with this process shows correlation label towards the given input in a regressive manner.
Fig. 2 depicts the support vectors and margins of data features. Fig. 3 depicts the high dimensional
data mapping.

Figure 2: Support vectors and margins of feature (data pattern) analysis
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3.5 Regressive Non-Linearity Measure

The attributes of the dataset are translated to real-number as this model is considered as numerical data.
The kernel function selection is performed for the manipulation of regression problem. The kernel parameters
generate diverse outcomes like accuracy and prediction performance. The kernel functionality is used to map
the originality of the data (linearity and non-linearity of the data) towards the higher dimensional space which
is transformed to linear data. There are four diverse kernel functions such as Radial Bias Function (RBF),
Linear function, Polynomial function, and sigmoid function. This work considers only the linear
functionality which is expressed as in Eq. (8):

Fðxi; xjÞ ¼ tanh½c ðxi; xjÞ þ coef � (8)

The linear function is considered as a special case which is determined to be an optimal parameter
adjustment during computation process. However, non-linearity is measured using Kernel Principal
Component Analysis. Here, the original linear PCA is transformed to non-linear data distributions. While
adopting kernel PCA, the input data is non-linearly mapped towards high-dimensional feature space. The
mapping function is expressed as in Eq. (9):

[: x ! [ðxÞ (9)

The mapping function [ðxÞ is unknown. The kernel functionality is utilized to eliminate the unknown
mapping function explicitly (k(xi, yj)). The kernel over PCA is kept consistent with kernel computation. Here,
the kernel functionality is depicted using Radius Basis Function (RBF). The samples are mapped using
kernel matrix where the ith and jth of element of the kernel matrix is expressed as in Eq. (10):

kij ¼ kðxi; xjÞ ¼ exp
�jjxi � xjjj2

2r2

 !
(10)

It is explicitly impossible to analyse the feature space as the mapping function is unknown (See Fig. 3). The
kernel tricks are utilized over the kernel matrix. The samples are mapped over the feature space as in Eq. (11):

[0 ¼ 1

N

XN
i¼1

[ðxiÞ (11)

Here, the centralized version of mapped samples [ðxiÞ is equal to [ðxiÞ ¼ [ðxiÞ �[0. The kernel
matrix is expressed as in Eq. (12):

Figure 3: Mapping high dimensional data
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kij ¼ ½[ðxiÞ�T[ðxjÞ (12)

The mapping data is unknown and cannot be computed explicitly. Moreover, the data is projected
directly using the kernel trick. The data is mapped to attain the features (data patterns). The kernel among
the mapped training sample and the mapped data (incoming new data ([ðzÞ)) is evaluated using Eq. (13):

kcðxi; zÞ ¼ ½[ðxiÞ�Tð[ðzÞÞ (13)

Generally, lower level features are features with less information while the higher-level features hold some
semantic information. It helps the researchers to have extensive insight towards the feature selection process.

3.6 Bag of Features (BoF)

Here, Linear/Non-linear Support Vector Machine (SVM) classifiers learn a model for predicting the
image class from BoF based on kernels representation [29], [30]. It includes histogram intersection
kernel, generalized Gaussian kernel and Euclidean distance which are expressed below.

Iðh1; h2Þ ¼
XN
i¼1

minðh1ðiÞ; h2ðiÞÞ (14)

Kðh1; h2Þ ¼ exp � 1

A
Dðh1; h2Þ2

� �
(15)

Dðh1; h2Þ ¼
XN
i¼1

ðh1ðiÞ � h2ðiÞÞ2
h1ðiÞ þ h2ðiÞ (16)

Algorithm 1:

Input: initialize dataset samples

Output: predict the trace of bot over the network

1. Initialize the input samples

2. Perform pre-processing with normalization //to measure the maximal and minimal range of the dataset
values

3. Apply regression for analyzing the linearity and non-linearity of the samples

//Regressive linear measure

4. Compute linearity and non-linearity data function using f ðxÞ ¼ w[ ðxÞ þ b:

4. Perform linear measure of unknown samples and attain the label score using
f2ðx; ljÞ ¼ xT bu1j; 1 � j � c:

5. Express linear function using F(xi, xj) = tanh[γ (xi, xj) + coef]

//Regressive non-linearity measure

6. Map the non-linearity of the feature space with high dimensional data (Kernel PCA)

7. Perform mapping of samples to kernel matrix

8. Evaluate the kernel measure among the mapped training samples and incoming (data patterns) using
kcðxi; zÞ ¼ ½[ðxiÞ�T ð[ðzÞÞ:

(Continued)
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13. Analyze the parameters of RBF using C and ɛ

14. Execute the training and testing of dataset samples with these parameters.

15. Load testing data for testing process.

16. Observe the difference among the historical observation and present score of incoming data

17. Return the prediction value //to identify the traces of bot

//Bag of Features (BoF)

18. Preserve the linear and non-linear feature score //(BoF)

19. Express kernel representation //histogram intersection kernel, Euclidean distance, and generalized
Gaussian kernel

20. Compute pattern analysis using Iðh1; h2Þ ¼
PN
i¼1

minðh1ðiÞ; h2ðiÞÞ; Kðh1; h2Þ ¼ exp � 1
ADðh1; h2Þ2

� �
;

Dðh1; h2Þ ¼
PN
i¼1

ðh1ðiÞ�h2ðiÞÞ2
h1ðiÞþ h2ðiÞ ;

21. end process

3.7 Redundancy Elimination-Based Learning Model (Rede-L)

The redundancy elimination-based learning model (RedE-L) is for eliminating the redundancy identified
during feature (data pattern) analysis. It is performed both in linear and non-linear way, to reduce the
computational overhead identified during the tracing of botnet. The flow diagram of proposed model is
shown in Fig. 4.

3.7.1 RedE-L for Linear Analysis
It is a backward elimination process which is adopted for SVM (linear and non-linear data). Here, the

first feature elimination performed with arg min
m E f1;...;Mg

jwmj where ′m′ is matrix index. The same process is

applied for all the features. Then, the re-training of SVM is performed with the elimination of features
using arg min

m E f1;...;Mg
jwmj.

It is equivalent to maximal feature elimination only by satisfying the condition given in Eq. (17). Over
the SVM, the RedE-L margin is placed over the right and the margin achieved by the SVM is over the left to
eliminate the features explicitly, expressed as in Eq. (17):

max
m

min
n

f ðxnÞ � xm;nwmffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jjwjj2 � w2

m

q ¼ min
n

f ðxnÞ � xm;nw�
mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jjwjj2 � w2
m�

q (17)

By adopting Eq. (17), the features eliminated with RedE-L are not equivalent to preserve the maximal
margin. Generally, margin maximization is achieved by performing computation with above-mentioned
model and enhances the generalization accuracy and provides significance over the margin gain.

Algorithm 1: (continued)

3.7.2 RedE-L for Non-Linear Analysis
In case of non-linear kernel, the choice of Gaussian kernel is expressed as K(u, v) = exp(− β||u − v||2), β >

0. It is consistent with weighted objective for reducing the weighted square for monotonically reducing the
feature dimensionality. The objective of performing this analysis is to eliminate the feature redundancy for
reducing the computational complexity. The RedE-L model eliminates the feature that outcomes in smaller
variations (increase or decrease). It achieves greater SVM margin and lower test set error rates.
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4 Numerical Results and Discussion

This section discusses the outcomes for earlier prediction of botnet with appropriate feature analysis.
Here, the simulation is carried out in MATLAB environment. The target of this work is to detect bot with
better accuracy, reducing false-negative and false positive. Some features like multiple systems submit as
many requests as possible to a single Internet computer or service, overloading it and preventing it from
servicing legitimate requests. Tab. 1 depicts the occurrence of following features over the network. Some
set of features are given below:

Fig. 5 depict the test set classification error rate and Fig. 6 depicts the number of features retained over
BoF. The given input dataset is randomly partitioned into equal sized sub-samples with k-fold CV.With these
k-samples, some set of samples are reserved for testing data and other k-1 sub-samples are used for training
data. CV is repeated for k-times and every sub-sample is used for verification data. The average ‘k’ values are
computed. The performance metrics are discussed below as in Eqs. (18)–(25):

Start 

Pre-processing module 
 

Data normalization 

Classifier module 
 

Support Vector machine  

Regressive linear 
measure 
(Linear) 

Regressive non linear 
measure 
(PCA) 

Bag of Features (BoF) 
(Linear and non-linear feature space) 

 

Redundancy Elimination-based learning model (RedE-L) 
 

 
RedE-L for non-
linear analysis 

RedE-L for non-
linear analysis 

Performance Evaluation 

Figure 4: Flow diagram of proposed model
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Precision ¼ TP

TP þ FP
� 100 (18)

Specificity ¼ TN

TN þ FP
� 100 (19)

F1�score ¼ 2TP

2TP þ FP þ FN
(20)

Accuracy ¼ sensitivityþ specificity

2
� 100 (21)

Sensitivity ¼ TP

TP þ FN
� 100 (22)

DR ¼ TP

TP þ FN
(23)

FAR ¼ FP

TN þ FP
(24)

MCC ¼ TP � TN � FP � FNffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðTP þ FPÞðTP þ FNÞðTN þ FPÞðTN þ FNÞp (25)

Table 1: Data patterns of incoming data

List Features Chosen features

F1 TCP window size

F2 Average TTL ✓

F3 DNS percent

F4 Destination port quantity ✓

F5 TCP percent

F6 Source privileged ports

F7 Frame length ✓

F8 Local clustering coefficient

F9 Percent outros ✓

F10 Out degree weight

F11 Source not privileged ports ✓

F12 Out degree

F13 Nodes among centrality

F14 In degree weight ✓

F15 Protocol quantity

F16 In degree Eigen vector centrality ✓

F17 ICMP ✓

F18 UDP ✓
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From the above Eqs. (18)–(25), TP is number of properly classified intrusions; TN is number of correctly
classified normal traffic; FN is number of incorrectly classified intrusion (attack) as normal traffic; and FP is
number of incorrectly classified normal traffic as intrusion (attack).

Tab. 2 depicts the comparison of performance metrics of the proposed method vs. the existing
approaches. Here, RF, conventional SVM, O-SVM, ISVM, FR-SVM, OIFRSVM are compared with
SVM (linear and non-linearity measure). The metrics like F1-score, precision, accuracy, TPR, TNR, FNR,
and FPR are compared to show the significance of the model. The F1 score of SVM (Linear/Non-linear
measures) is 0.9998 which is 0.0228, 0.0243, 0.0263, 0.0275, 0.0137, and 0.0106 higher than other
approaches. The precision of proposed model is 99.93 which are 3.44%, 4.59%, 2.55%, 2.67%, 3.17%,

Figure 5: Test set classification error rate

Figure 6: Number of features retained
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and 4.37% higher than other models. The accuracy of the proposed SVM (linear and non-linearity measure)
is 99.84% which is 1.98%, 3.85%, 1.98%, 2.26%, 2.06%, and 2.15% higher than other approaches. The TPR
of the proposed mode is 99.92%, TNR is 99.94%, FNR is 0.06, and FPR is 0.06 which gives optimal
outcomes when compared to other models (See Figs. 7–13).

In Tab. 3, the proposed model is compared with existing approaches like REPTree, RTree, C4.5, DNN,
SMO, and DT. The detection rate of this model is 99.56% which is better than other approaches. The FAR
value is 0.00008, MCC is 0.9930, time for model construction (seconds) is 4.56, and execution time is
0.038 s (See Figs. 14–19). The efficiency and the reliability of the proposed idea are superior than other
approaches and shows better trade-off in contrast to other approaches. From the graph plotted, it is
known that the proposed model shows better results when compared to the existing approaches. The
complexity with RepTree over high speed network environment is complex while with C4.5 the
prediction process is handled only in a tree-based transformation which is time consuming. The major
drawback with DNN is its response time and dependency. Similarly, SMO is also time consuming and

Table 2: Comparison of performance metrics

Methods F1 Precision Accuracy TPR TNR FNR FPR

RF 0.9770 96.49 97.86 97.78 96.39 1.02 3.62

SVM 0.9755 95.34 95.99 96.87 95.12 0.13 4.89

O-SVM 0.9935 97.38 97.86 92.45 99.56 0.70 0.65

ISVM 0.9923 97.26 97.58 96.54 95.45 0.83 0.74

FR-SVM 0.9861 96.76 98.78 98.74 98.54 1.45 1.34

OIFRSVM 0.9892 95.56 97.68 97.56 98.65 0.09 0.07

SVM (Linear/Non-linear) 0.9998 99.93 99.84 99.92 99.94 0.06 0.06

Figure 7: Accuracy comparison
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provides false results. Finally, the drawback with DT is its unstable nature. However, the proposed model
intends to deal with all these issues to attain better prediction accuracy.

Figure 8: F-score comparison

Figure 9: TPR comparison
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Figure 10: FPR comparison

Figure 11: TNR comparison
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Figure 12: FNR comparison

Figure 13: Precision comparison

Table 3: Prediction accuracy of proposed versus existing methods

Methods Accuracy DR FAR MCC Time to build
the model (s)

Time taken (s)

REPTree 97.98 0.9842 0.00009 0.9926 36.93 0.104

RTree 97.19 0.9830 0.00011 0.9914 10.45 0.045

C4.5 97.16 0.9705 0.00008 0.9912 5.85 0.043

DNN 97.11 0.9730 0.00011 0.9910 28.91 0.045

SMO 97.75 0.9769 0.00029 0.9212 890.38 0.168

DT 97.91 0.9626 0.00015 0.9758 7.03 0.091

SVM (Linear/Non-linear) 0.9998 0.9956 0.00008 0.9930 4.56 0.038
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Figure 14: Accuracy comparison

Figure 15: DR comparison
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Figure 16: FAR comparison

Figure 17: MCC comparison
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5 Conclusion

In this research, a novel approach is proposed for analyzing the linearity and non-linearity of the data
patterns using regression analysis to predict the bot over the distributed environment. The multi-objective
constraints like detection rate, prediction accuracy, attacks features are resolved using the proposed SVM
model. Here, higher-level and lower-level features are considered where the higher-level features are
chosen and the lower-level features are eliminated using Redundancy Elimination-based learning model
(RedE-L). The features are maintained over the feature set (bag of features). The robustness of the model
is analyzed based on the prediction of traces of bot. The redundancy of the incoming patterns are

Figure 18: Time to build the model (s)

Figure 19: Time taken (s)
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measured with features (linear and non-linear manner) to reduce the over-fitting issues and gives better
generalization outcomes. The experimental analysis shows that this model provides higher accuracy
when compared to conventional SVM, C4.5, RepTree and so on. The detection rate of this proposed
model is 0.9956 which is higher when compared to other prevailing approaches. Similarly, the FAR of
the model is 0.00008 which comparatively lesser than other approaches. The time taken for the
execution process is 0.038 s and the time for building the model is 4.56 s. The accuracy of the
proposed model is 99.98%, MCC is 0.993 and DR is 0.9956 respectively. Based on this, the optimal
features are chosen to measure the bot incidence over the distributed environment in an efficient
manner. Thus, in future, better optimization approaches need to be adopted for resolving the multi-
objective constraints. The major research constraint is the lack of recent benchmark dataset. The
construction of recent dataset is highly solicited.
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