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Abstract: A critical component of dealing with heart disease is real-time identifi-
cation, which triggers rapid action. The main challenge of real-time identification
is illustrated here by the rare occurrence of cardiac arrhythmias. Recent contribu-
tions to cardiac arrhythmia prediction using supervised learning approaches gen-
erally involve the use of demographic features (electronic health records), signal
features (electrocardiogram features as signals), and temporal features. Since the
signal of the electrical activity of the heartbeat is very sensitive to differences
between high and low heartbeats, it is possible to detect some of the irregularities
in the early stages of arrhythmia. This paper describes the training of supervised
learning using features obtained from electrocardiogram (ECG) image to correct
the limitations of arrhythmia prediction by using demographic and electrocardio-
graphic signal features. An experimental study demonstrates the usefulness of the
proposed Arrhythmia Prediction by Supervised Learning (APSL) method, whose
features are obtained from the image formats of the electrocardiograms used as
input.

Keywords: ECG records; electrocardiogram; morphological features (MF);
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1 Introduction

ECGs are representations of the electrical activity of the heart muscle that varies over time, which is
generally archived on paper for easier analysis. The cardiac muscle responds to electrical depolarization
of its cells, as do other muscles. In an ECG, electrical activity aggregation is recorded & amplified for a
few seconds, which reflects the variation in the electrical potential graph produced by the heart &
measured at the body’s surface. Currently, clinical information of patients has changed among health care
providers. From ECG, the parameters are measured very extensively from ECG records. It would be very
effective if the paper type of ECG records could be converted into digital files. Furthermore, the novel
pre-requisites justify the need for tools in converting current ECG records to digital format, mainly for
retrospective contributions. In the work [1,2] a computer program is presented for the conversion of ECG
paper charts into ECG files digitally. Usually, ECG paper charts can be divided into three kinds:
background with grid collared, background with the grid as black, and background without any grid,
uniform background. In hospitals, the ECG signals are generally recorded on benchmark grid papers in
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hospitals in during the regular clinical investigation for potential cardiac failure diagnosis. The goal is to
convert current ECG paper records into electronic forms for retrieval purposes aimed at clinical use.
Observe that published reports of ECG contain some annotations as well as characters when examining
an ECG strips image. These characters need to be removed here. Noise eradication and image
enhancement algorithms will also be necessary to improve the digitization process’ accuracy [3].
Furthermore, this research proposes an efficient method for extracting digital signals from the strips of
ECG paper.

The paper is organized as follows: Section 1 presents the introduction, which discusses the use of
demographic and electrocardiogram signaling features to predict arrhythmias. In Section 2, was present
different research models, and studies conducted on arrhythmia prediction based on electrocardiogram
signaling features. In Section 3 was present novel supervised learning based on features obtained from
the ECG (Electrocardiogram). The experimental study and its results are described in Section 4, while the
conclusion is discussed with references in Section 5.

2 Review of Literature

The work [4] extracted features based on ECG morphology, RR interval (The time elapsed between two
successive R-waves of the QRS signal on the electrocardiogram) & heart-beat interval from 2 divergent
leads. There were 2 linear distinguished classifier methods utilized for the classification. The heart-beat
classification towards the arrhythmia class is attained by integrating the outputs of the classifier. Here, the
system performance validated the requirement to detect the features, which differentiate beats of Class N
clearly from beats of class F & S.

The work [5,6] projected a method where ICA (Independent component analysis) & wavelet-transform
could be utilized for extracting information of RR, & morphological features (MF) are added besides with
MF. The PCA is utilized for lessening dimensionality. The SVM (Support Vector Machin) is utilized for
classification into one of 5 arrhythmia categories. The outcomes envisioned poor performance on S class
is because of some samples of data. The work [7] projected a hybrid method by utilizing stable interval
features of wave shape and segmentation. The classifier called linear discriminant is utilized. The
projected method can generate maximum accuracy & also balance the execution to discriminate
class V & S.

The classification framework is cost-sensitive and utilizes morphological descriptor features based on
FFT and RR interval and is attained by a classifier called SVM [1] by attaining an average accuracy of
97.2%. Nevertheless, the above architecture is evaluated by randomly selecting ten records from the
arrhythmia database of MIT_BIH. The framework of PSO_SVM in incorporation by a polyphase
depiction of a filter bank is projected in [8] for classifying 6 arrhythmia classes, which are examined with
20 patients’ recordings.

When we consider the literature on the classification of heart-beat, it could be perceived that the MIT-
BIH database of arrhythmia [9] is a popular choice. Here, the required heart-beat classification literature
utilizing this database could be classified into 2 kinds based on evaluation procedure such as subject-
oriented & class-oriented. The works [8,10–19] present that most of them work based on class-oriented.

In the class-oriented method, from 16 kinds of beats incorporating general ones in the database of MIT,
the overall or part beats collection is recommended for classification. The work [19] presents those 17 kinds
of heart-beats incorporating pacemaker & normal were categorized by utilizing features based on several
power density spectrum models. Further, the new GA is utilized for detecting optimal features for
augmenting the classification procedure. At last, these chosen features were fed to several standard ML
algorithms.
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The work [20] presents that an algorithm of heart-beat classification is designed by utilizing
morphological & dynamic features of ECG. For the extraction procedure of morphological features, the
integration of the wavelet transforms & the dimensionality lessening scheme, called ICA (independent
component analysis), is applied to heart-beats. The intervals R-R are utilized to be dynamic-features.
Here, these features were fed into SVM to classify 16 kinds of heart-beats. The work [21] presents a new
genetic ensemble ML classifiers model is projected. The novel genetic coupled training with genetic
simplification is utilized for categorizing 17 heart-beat kinds. The work [22] presents that nonlinear &
statistical features were derived from the EMD algorithm (Empirical mode decomposition). Further, these
features were offered one against another, where SVM is utilized for categorizing 5 heart-beat types.

The work [3] presents that ventricular extra ectopic or systole beats were classified with the morphology
matching assistance, clustering algorithms & R-R intervals. The work [12] presents those 17 kinds of ECG
beats that were categorized by utilizing local hexadecimal patterns computed from sub-bands wavelet. The
work [23] presents those 5 primary kinds of heart-beats were categorized by utilizing EEMD (empirical
ensemble mode decomposition) based features exposed to SMO-SVM (sequential minimum
optimization)-SVM. Also, NN acts as a prominent role in the biological analysis of signals [24].
Contemporarily, class-oriented strategies based on deep-learning came into existence. The schemes of
deep learning are a part of ML schemes applied based on more hidden NN.

The work [25] presents those 17 kinds of heart-beats that were categorized by utilizing ID-CNN & new
three-layer ensemble deep genetic classifiers. In the subject-oriented method, the overall database of MIT-
BIH is segmented into 5 clusters of heart-beats as per ANSI/AAMI. The list of these clusters is
ventricular ectopic, supraventricular ectopic, unknown, non-ectopic & fusion. Again 2 schemes were
perceived to categorize these divergent clusters: inter-patient & intra-patient strategies. The basic
disagreement among these 2 schemes is the departure of testing & training datasets. The work [9]
presents those models based on intra-patient strategy that are explored extensively in this review.
Nevertheless, these models have a minimum effect in real-world cases. Due to real-time implementations,
the unrecognized subject, who generally undergoes testing, would be foreign towards the constructed
method. Hence, the method is sufficient for capturing inter-individual changes among ECG. When the
intra-patient method is being designed, there is a scope of possessing common information subjects in
both testing & training. For mitigating such a problem, the work [8] classified heart-beat based on inter-
patient. The entire database of MIT-BIH is segmented into 2 clusters. One cluster is allocated for training,
and the other is to test by ensuring no identical data is collected in both clusters.

However, the contemporary contributions have focused on demographic and signalling features of the
electrocardiograms, which are considerably vulnerable to false alarms regarding electrocardiogram at
premature level arrhythmia. This manuscript portrayed a novel machine learning approach that considers
electrocardiograms as images. The objective of the contribution is a feature extraction, optimization, and
binary classification of arrhythmia scope from the images of electrocardiograms.

3 Methods and Materials

Scanning of ECG charts into images is done by utilizing commercial scanner A4 with grey-scale 600dpi
settings. Earlier in operation, the region is determined, which will reduce the processing time, and mostly, it
might enable a particular selection of specific waveform parts. Here, the algorithm begins with image reading
and transforms it from the grey-scale towards a binary image for preparing it for morphological binary
operation. The threshold could be implemented with an image to convert into binary, and then divides,
which were lower than a particular pixel count, could be eradicated. Here, the processing of a binary
image with specific neighbourhood binary morphological operation, which might predict the image
background that would be reduced from the chosen image. Here, the resulting image comprises residual
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impacts from background subtraction. To lessen these impacts, segmentation based on the region could be
implemented. Later, the segments, which depict background & ECG waves, are isolated. The segmentation
based on region is implemented for more separated pixels, which depict published characters or decrement in
noise [5]. The final image would comprise a waveform with a minimum impact on the boundary. A further
stage is smoothening the ECG wave boundary with thick binary morphological features. The block diagram
representation of Arrhythmia Prediction by Supervised Learning (APSL) is shown in Fig. 1, Tab. 1.

Figure 1: The block diagram representation of APSL

Table 1: Descriptions of below-used formulas

Formula Descriptions

dEc$Fc Distance between the ith column Ec; and Fc

E, F Matrix

ng n-gram

p�ðngÞ The empirical probability of each n-gram

ngS� List
(Continued)
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3.1 The Features

The image formats of the electrocardiograms have been considered to train the classifiers. Concerning
this, the given images shall be processed to extract diversified features listed as entropies, GLSM, texture,
fractal dimensions, LBP, and morphological features. These features have been further optimized to train
the target classifier used in supervised learning. The morphological and textual features are reliable to
train the classifier.

The pre-processing converts the given scanned electrocardiograms to grayscale images and filters the
noise, if any. Further phase performs feature extraction from the resultant grey-scale images. The
arrhythmia scope causes significant diversity in micro-structure of the given electrocardiogram image. In
particular, texture, intensity and morphological features are more convincing. In this case, 51 features are
used. There are 5 entropy, 01 fractal dimensions, 19 GLCM, 11 texture, 06 LBP, and 09 morphological
features.

3.1.1 Entropy
The term entropy is the evaluation of randomness, which is utilized for texture characterization of image

input. Their value is high when entire co-occurrence matrix elements are identical. Here, entropy is one of the
significant aspects of feature extraction. In this section, the infected and normal electrocardiogram images are
differentiated. The term entropy denotes uncertainty level, it is significant to distinguish the negative &
positive electrocardiogram images, and it depends on entropies that are available and explored in this
literature [11]. There are 5 entropies, which are deliberated for assessing the entropies.

Entropy denotes the measure of randomness, which is used to characterize the tissue of an image entry.
Its value is high when the elements of the complete coexistence matrix are identical. Here, entropy is an
important aspect of feature extraction. In this section, a distinction is made between the scanned images
arrhythmia prone and normal images and the EKG. The term entropy refers to the level of uncertainty,
and it is important to distinguish between negative and positive EKG images, and it is based on the
available entropy that has been explored in this literature [11]. There are 5 entropies, which are swapped
to assess entropy.

3.1.2 GLCM Features
In this section, feature extraction using GLCM features was discussed. The use of the GLCM matrix

indicates distinct grey-shades in the image. The computations of texture features utilize the GLCM
contents for measuring the change in pixel intensity. Usually, the matrix co-occurrence is calculated based
on 2 factors that are relative-distance d among pairs of pixels is evaluated in the number of pixels and
their corresponding arrangement. Generally, it is quantized in 4 directions, though several other mixtures
are possible. There are a total 19 GLCM features such as contrast, correlation, entropy, energy, etc., and

Table 1 (continued)

Formula Descriptions

HþH� Hierarchy

tr Test record

awþ; aw� Aggregate positive and negative weights

pcþ; pc� Perch count of positive and negative hierarchies

li Level

pj Perch
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they are associated with the information variance, measure, entropy, and other energy-relevant factors [19],
which are important for discussing the information of texture [26].

3.1.3 Grey Level Run Length Matrix (GLRLM)
In this section, the textural features analyse the grey-scale image granular structure. The GLRLM is the

number of runs through the pixels of run-length j and grey-level I for a specified direction. The GLRLM was
produced for every image fragment sample. The consecutive pixels set with identical grey levels are known
as “grey-level run”. Total pixels in the run are called the run’s length. The feature examines the grey-scale
image granular structure. The two-dimensional vector RLM denotes each row as the direction of the grey
value i of the grey-scale image I x; yð Þ, which is utilized for determining the entire 11 features of texture
such as short-run emphasis, SRE, LRE, GLNU, etc. [26].

3.1.4 Fractal Dimensions
In the section, the surface coarseness of the grey-scale image is detected. This identification of

coarseness is made by the fractal dimension method.

Utilizing the fractal dimension method, the surface’s coarseness in the image is shown [27]. To make
sure that infected electrocardiogram images are associated with the surface’s coarseness, the grey-scale
image is processed in the form of a 2D image. And the corresponding difference from the procedure was
the texture or coarse deviation in the positive electrocardiogram images (prone to arrhythmia). Moreover,
the method adapted for detecting divergences has adapted a sequential algorithm [22] to perform
differential box-counting.

3.1.5 Local Binary-Patterns
In this section, one of the important aspects of feature extraction is LBP. For computing, the LBP,

circular neighbourhood & bilinear interpolation are the 2 important factors used. The operator of “Local
Binary Pattern (LBP)” is presented as a complementary evaluation for contrasting the local image. The
operator of LBP relates structural & statistical texture examinations. Here, the LBP explains texture with
minor primitives known as textons. Some associated features were “LPQ (Local Phase Quantization)
operator”, Volume-LBP.

The LBP reflects the equivalent local neighbour areas, and another entire number of the LBP attributes
are 6 [28]. Here, bilinear interpolation & circular neighbourhood are some of the important parameters that
are utilized for LBP computation.

Let Pix be pixels set identified in the range R selected on the given electrocardiogram image I . The pixel
appeared at the centre of the range R denotes as pc, let the vector Gpc portrays the grey-scale values of the
pixels, which are of the neighbouring pixels of the centre pc. Later every pixel p 9 p 2 Pix ^ p 6¼ pcf g is
transformed into binary/Boolean patterns such that the pixel exists in the vector Gpc by the value 1, and
the rest refers by 0.

3.1.6 The Morphologic Features
The morphometric features and invariant moments [22] are considered and stated as morphological

feature. These morphological features are significant to predict the similarities or diversities between
trained images and images to be notified or labelled.

3.2 Feature Selection

In this step, features are selected with the help of a distance scale [29]. Let the set E and set F contains
the records, such that each record represents the values of the features obtained from the image of the
corresponding electro-cardiograms of both labels, positive and negative in respective order. The
representation of these sets is referred to further as a two-dimensional matrix, such that each column
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represents the values of a feature, and each row represents the values of all features discovered from an image
of an electrocardiogram. The task of finding diversity using distance scale (DS) amid single values towards
every attribute of the positive records set E for a counterpart negative record set F. Choosing the attributes
with the Distance Scale aimed at superior to the threshold dst that optimizes attributes set Ea of size n, Fa of
size m from E & F in the respective order.

3.2.1 Diversity Assessment by Distance Scale
Diversity assessment using a distance scale is as follows. It is nothing but the variance observed between

the values projected for a feature, which is the column of both matrices E; and F. The main scheme for
evaluating the variance for the elements is adapting coding theory. Such a scheme is implemented for
handling distance among several unique values, which are noticed, and moreover for the record-set
attribute that is tagged as false or true.

Let the ith column of the set E, and set F as vectors Ec; and Fc in the respective order, which may be
distinct in terms of vector size. The assessment of the diversity by distance scale is as follows.

dEc$Fc ¼ 1� Ec \ Fcð Þj j � Ec [ Fcð Þj jð Þ�1
� �

(1)

Here in (Eq. (1)), dEc$Fc denotes a distance between the ith column Ec; and Fc of the matrix E and
matrix F.

3.2.2 Classifier
Many modern meta-heuristic algorithms stimulated by nature were emerging & becoming popular in

solving many engineering problems. In this contribution, the cuckoo search (CS) technique is used. These
cuckoos lay the eggs in nests, even though they might eradicate others’ eggs to enhance the hatching
possibility of their eggs. A relative number of species has engaged in brood parasitism through laying
eggs in other host-birds’ nests. There were 3 fundamental brood parasitism types: cooperative breeding,
nest takeover & brood parasitism of intra-specific. When discovering the eggs as not their own by the
host bird, they might either throw away alien eggs or abandon their nest simply and construct a novel nest.

3.2.3 Contemporary Classifiers
Adaboost: Classifying specific data sets into appropriate categories and focusing on correctly mapping

emerging observations is a critical process in machine learning modelling. Success in proper identification
depends on a training dataset that includes relevant observations of class membership in a trained dataset.
Machine learning and the supervised learning chain are referred to as classification, while clustering is the
specific term for the supervised learning process. For the aggregation process, the data is aggregated by a
set of a few identified measures of similarity.

AdaBoost [20] is the storefront solution to improve the deliverable results of decision trees compared to
other binary classification problems. It is also clearly used to improve the results of various algorithms related
to machine learning, the weak type of learner algorithms. Decision trees at a certain level and which ones are
best suited for implementation with AdaBoost. Trees are generally considered decision trunks because they
are short and usually only having one classification decision.

Naive Bayes: This classifier performs the classification moderated learning algorithm. It is based on the
theory of conditional probability to define the class of a new feature vector. NB uses a training dataset to
determine the conditional probability value of the vectors for a given class. After calculating the
conditional probability value for each vector, the new vector class is calculated based on the conditional
probability. A note used to classify text-related problems (Naive-Bayes, n.d.), [30].
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3.3 Optimal Feature Selection

The feature selection task intends to identify the features’ significance towards both labels positive
(arrhythmia prone) and negative (no evidence of arrhythmia). A feature is optimal if the corresponding
feature’s values in the records of the labels positive (arrhythmia prone) and negative (normal) are
considerably distinct. The values projected for each feature (pattern of optimal features of size one and
above) in records labelled as positive (arrhythmia prone) and the values projected for the corresponding
feature in records labelled as negative (normal) has taken as two different vectors. Further estimates the
distance between these two vectors. If the distance found between these two vectors is greater than the
distance threshold, then the corresponding feature is said to be optimal, hence selects the respective
feature as input to the training phase of the proposal.

3.4 Build the Classifier

This task of the training phase defines a binary classifier that classifies the given data using the cuckoo
search strategy. Regarding this, the nest hierarchy to be formed in multiple levels for both labels “positive
(arrhythmia prone) and negative (normal)”. Each of these nests is represented by one feature in the
descending order of their size. Each level of this hierarchy contains one or more nests, such that the nests
formed in one level represented by the features of the same size.

Let the set lA refers to the features, which reflected significant diversity between their values projected
for both labels, positive and negative. Further, frame the subsets of the features listed in the set lA as a set f S.
According to set theory [12], the maximum possible subsets are of the count 2jlAj � 1

� �
, which is equal to the

size jf Sj of the set f S. Further phase, discovers the unique patterns of values as n-grams representing each
subset ss 9 ss 2 f Sf g listed in a set f S and list these n-grams as sets ngSþ; and ngS� in respective order of
the labels positive and negative. Find the empirical probability pþðngÞ of each n-gram ng 9 ng 2 ngSþf g of
the list ngSþ as follows in Eqs. (2) and (3).

8
ngSþj j

j¼1
ngj 9 ngj 2 ngSþ
� �

(2)

pþðngjÞ ¼
XjEj
i¼1

1 9 ngj 2 ri ^ ri 2 E
� � !

� jEjð Þ�1 (3)

Similarly, discover the empirical probability p�ðngÞ of each n-gram ng 9 ng 2 ngS�f g of the list ngS�
as follows in Eqs. (4) and (5).

8
ngS�j j

j¼1
ngj 9 ngj 2 ngS�
� �

(4)

p�ðngjÞ ¼
XjEj
i¼1

1 9 ngj 2 ri ^ ri 2 E
� � !

� jEjð Þ�1 (5)

Further, it builds a hierarchy of perches Hþ for a positive label, such that each perch refers to a subset
ss 9 ss 2 f Sf g of the list f S. Clone the depicted hierarchy Hþ and label the resultant hierarchy as H�. The

structure of these hierarchies shall refer to multiple levels, such that each level represents the perches
represented by the subsets of the same sizes listed in sF, and levels of hierarchy shall portray in the
descending order of the size of the subsets. That is, the first level of the hierarchy contains the perches,
which have represented by the subsets of max length.
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Training the classifier is the final task of the training phase. This task initially extracts the unique value
patterns of optimal features from the records of label positive (arrhythmia prone) for each of the patterns of
optimal features. Further, place all these value patterns as eggs in the hierarchy of nests related to the positive
(arrhythmia prone) label, such that the eggs will be placed in a nest represented by the corresponding feature.
Similarly, the unique value patterns of optimal features traced from the records of the negative (normal) label
also being placed in the nest hierarchy of the corresponding label.

In this regard, consider the n-grams of the values listed in ngSþ representing the subset of features as
eggs, and place them in the perch referred by the corresponding subset of features in the hierarchy Hþ of
the positive label. Similarly, consider the n-grams of the values listed in ngS� representing the subset of
features as eggs, and place them in the perch referred by the corresponding subset of features in the
hierarchy H� of the negative label.

3.5 Label Prediction

The task of predictive analysis in the testing phase performs a search on both hierarchies to verify the
compatibility of the patterns of optimal features (depicted from records given as input to predict the
arrhythmia scope) with the eggs placed in each of the nests in hierarchies of both labels. According to
the similarity observed with nest hierarchies of both labels, the appropriate label will be assigned to the
unlabelled record of the positional patterns given as input to the predictive analysis. The procedure
adopted to search the hierarchies of both labels has been influenced by the cuckoo search explored in the
following mathematical model.

For a given test record tr, discover the n-gram patterns of values portrayed to optimal features as a set trF
and sort n-gram patterns of that list in descending order of the n value (n-gram pattern size).

Let the sets lPþ; and lP�, which are empty, have considered listing the empirical probabilities of both
positive and negative labels of the n-gram patterns listed in the set trF in their respective order.

Let the notations awþ ¼ 0; aw� ¼ 0 represent the aggregate positive and negative weights of the given
test record tr in their respective order.

Let the notations pcþ ¼ 0; pc� ¼ 0 represent the perch count of positive and negative hierarchies
Hþ; H� in respective order.

8
jtrFj

k¼1
ngk 9 ngk 2 trFf g Begin // for each n-gram pattern of test record

8
maxðjHþj; jH�jÞ

i¼1
li 9 0 < i � maxðjHþj; jH�jÞf g Begin // for each level li of the hierarchies Hþ; H�

pcþþ ¼ lþij j// aggregating the total perches exists in the level lþi of the positive hierarchy Hþ

8
lþij j
j¼1

pj 9 pj 2 lþi 8lþi 2 Hþ
� �

Begin // for each perch of the level lþi of the hierarchy Hþ

if ðngk 2 pþj Þ Begin // if the n-gram pattern exists in perch pþj
lPþ  pþðngkÞ// add the empirical probability of the n-gram ngk in relation to perch pj of the hierarchy

Hþ to the set lPþ

awþþ ¼ pþðngkÞ// aggregate the empirical probability pþðngkÞ of the n-gram pattern ngk

End

End
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pc�þ ¼ l�i
�� ��// aggregating the total perches exists in the level l�i of the negative hierarchy H�

8
l�ij j
j¼1

pj 9 pj 2 l�i 8l�i 2 H�
� �

Begin // for each perch of the level l�i of the hierarchy H�

if ðngk 2 p�j Þ Begin // if the n-gram pattern exists in perch p�j
lP�  p�ðngkÞ// add the empirical probability of the n-gram ngk in relation to perch pj of the hierarchy

H� to the set lP�

aw�þ ¼ p�ðngkÞ// aggregate the empirical probability pþðngkÞ of the n-gram pattern ngk

End

End

End

End

Estimating the label scope

m Hþð Þ ¼ awþ � pcþð Þ�1// Mean weight of the positive hierarchy

dðHþÞ ¼
PjlPþj
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðHþÞ � eið Þ2

q� 	 !
� lPþj jð Þ�1// mean deviation of the weights related to hierarchy

Hþ
m H�ð Þ ¼ aw� � pc�ð Þ�1// Mean weight of the positive hierarchy

dðH�Þ ¼
PjlP�j
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðH�Þ � eið Þ2

q� 	
� lP�j jð Þ�1// mean deviation of the weights related to hierarchy H�

Min and max range of the weights related to both positive and negative labels are

lHþ ¼ mðHþÞ � dðHþÞ// positive weight lower bound
uHþ ¼ mðHþÞ þ dðHþÞ// positive weight upper bound
lH� ¼ mðH�Þ � dðH�Þ// negative weight lower bound
uH� ¼ mðH�Þ þ dðH�Þ// negative weight upper bound
The label prediction shall perform as follows

Since the lower bound of the positive weights boosts the negative label’s scope, vice versa, the lower
bound of the negative weight indicates the positive label’s scope. Similarly upper bound of the positive
weight reflects the positive label’s scope, and the upper bound of the negative label evinces the negative
label’s scope. Hence, the following method of estimating both labels’ scope is competent to predict the
scope of arrhythmia about the given input of an electrocardiogram.

The condition if 1� lH� � uHþð Þð Þ � 1� lHþ � uH�ð Þð Þð Þ > psð Þ recommends the label, which
indicates that the given electrocardiogram is positive.

Else, the condition if 1� lHþ � uH�ð Þð Þ � 1� lH� � uHþð Þð Þ > psð Þ recommends the label, which
indicates that the given electrocardiogram is positive.

Else, the weak prediction performs using aforesaid conditions, where prediction threshold ps ¼ 0.

if 1� lH� � uHþð Þð Þ � 1� lHþ � uH�ð Þð Þð Þ > 0ð Þ Recommends label positive,

if 1� lHþ � uH�ð Þð Þ � 1� lH� � uHþð Þð Þ > 0ð Þ Recommends label negative.
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4 Comparative Study for Classification Assessment

The benchmark dataset MIT-BIH (Moo01) has adopted for an experimental study widely used by many
of the contemporary models, which have aimed to depict arrhythmia prediction methods. The statistics of the
electrocardiogram corpus has discussed in Tab. 2. Performance has been assessed under diversified metrics
like overall prediction accuracy, sensitivity that denotes True-positive-rate (TPR), specificity that denotes
True-negative-rate (TNR), and precision scaled under diversified optimal features selected under different
distance thresholds. The proposed supervised learning approach method APSL has been critically
assessed by comparing it with the performance of the AdaBoost [2] and Naive Bayes (NB) (Naive-Bayes,
n.d.) in a similar context of the data and the features. The python (Python, n.d.) language has been
considered to implement the proposed contribution.

From Fig. 2, it is proved that accuracy is stable for the features selected under distance scale of 0.5 and
below, which obtained optimal features are 17, whereas, for distance scale > 0.5, accuracy is not stable.

Table 2: The statistics of electrocardiogram corpus

Total positives 10045

Total negatives 8376

Positives for training 7532

Negatives for training 6282

Positives for testing 2513

Negatives for testing 2094

Figure 2: The Accuracy noticed for a diverse number of features beneath varying diversity thresholds

The term accuracy is defined as the ratio of error to the feasible output values. The graph is drawn
between the Accuracy and diversity threshold for the proposed APSL and contemporary methods
AdaBoost & NB. From the statistics, as shown in Fig. 2, it is noticed that the APSL performs better
when compared with AdaBoost & NB.

Metric precision is defined as the volume of information that is conveyed through value. The graph is
plotted between precision and at various thresholds of diversity. From the statistics, as shown in Fig. 3, it is
observed that the proposed method APSL is having superior performance when compared with AdaBoost
& NB.
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The metric TPR is also called a true positive rate. It is defined in the form of the TP count ratio to the
cumulative number of TPs & FNs. It is noticed from the graph that the TPR for the APSL method is
considerably high when compared to AdaBoost and NB, as shown in Fig. 4.

The metric TNR is also called a true negative rate. It is defined as the ratio of TNs to the cumulative of TNs&
FPs. The graph is drawn between TNR and diversity thresholds for the proposed APSLmethod and contemporary
AdaBoost & NB. It is noticed that APSL is more significant than other methods, as shown in Fig. 5.

Figure 3: Precision noticed for a diverse number of features beneath varying diversity thresholds

Figure 4: True positive rate (TPR) noticed for a distinct amount of features under variable thresholds of diversity

Figure 5: True negative rate (TNR) observed for a diverse number of features beneath varying diversity
thresholds
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The metric TNR is also called the true negative rate. It is defined as theratio of TNs to the cumulative of
TNs & FPs. The graph is drawn between TNR and diversity thresholds for the proposed APSL method and
contemporary AdaBoost & NB. It is noticed that APSL is more significant when compared with other
methods, as shown in Fig. 5.

5 Conclusion

In this manuscript, the optimized features obtained from the image formats of the electrocardiograms
have been recommended for performing the supervised learning intended to perform arrhythmia scope
prediction from the scanned images of the electrocardiogram. Unlike the many contemporary methods,
which rely on demographic features or signalling features of the electrocardiograms. The proposed model
formats the given electrocardiogram as an image and derives all possible image-level features such as
Entropies, GLSM Features, GLRLM Features, Fractal dimensions, Local Binary Patterns, and
Morphological Features. A novel binary classification strategy based oncuckoo search was used for
supervised learning, which reached the stability and scalability in high detection accuracy and minimal
false alarms compared to the other contemporary classifiers AdaBoost and Naïve-bays.

The Future research should consider all formats of the features to boost the prediction accuracy of the
classification that is intended to make the arrhythmia scope prediction.
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