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Abstract: Recently, a massive quantity of data is being produced from a distinct
number of sources and the size of the daily created on the Internet has crossed two
Exabytes. At the same time, clustering is one of the efficient techniques for
mining big data to extract the useful and hidden patterns that exist in it.
Density-based clustering techniques have gained significant attention owing to
the fact that it helps to effectively recognize complex patterns in spatial dataset.
Big data clustering is a trivial process owing to the increasing quantity of data
which can be solved by the use of Map Reduce tool. With this motivation, this
paper presents an efficient Map Reduce based hybrid density based clustering
and classification algorithm for big data analytics (MR-HDBCC). The proposed
MR-HDBCC technique is executed on Map Reduce tool for handling the big data.
In addition, the MR-HDBCC technique involves three distinct processes namely
pre-processing, clustering, and classification. The proposed model utilizes the
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) techni-
que which is capable of detecting random shapes and diverse clusters with noisy
data. For improving the performance of the DBSCAN technique, a hybrid model
using cockroach swarm optimization (CSO) algorithm is developed for the
exploration of the search space and determine the optimal parameters for density
based clustering. Finally, bidirectional gated recurrent neural network (BGRNN)
is employed for the classification of big data. The experimental validation of the
proposed MR-HDBCC technique takes place using the benchmark dataset and the
simulation outcomes demonstrate the promising performance of the proposed
model interms of different measures.
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1 Introduction

Big data is generally known as a set of data that exceed the range which could be extracted, processed,
refined, and managed by the typical databases and management tools [1]. In another word, the word “big
data” denotes the data i.e., complicated based on the variety and volume; but, it is impossible to handle
conventional tools, and thus, they could not extract their knowledge at predefined time and hidden
knowledge [2]. As mentioned earlier, researchers try to make methodologies, structures, and novel
methods for processing, controlling, and managing this amount of data that has led to the utilize of data
mining tools [3]. The most important method of data mining is clustering (cluster analyses), i.e., an
unsupervised model to find clusters with maximal comparison within a cluster, and a minimum
comparison among the clusters are similar to one another, without predictions in the comparison of thing.
With the increase of databases, researcher’s efforts are concentrated on finding effective and efficient
clustering methods to afford a consistent and quick decision making ground which can be employed in a
realtime scenarios [4].

As an essential tool of data mining, clustering algorithm plays a significant part in big data analyses.
Clustering method is mostly separated to partition based, model based, density based, and hierarchical
based clustering. Each clustering method is proposed for tackling the similar problem of collecting single
and different points in groups in this way, they are equal to one another or unequal to point of another
cluster [5]. The works in this manner: (1) arbitrarily choose primary cluster and (2) iteratively enhance
the cluster till optimum solutions are attained. Clustering has huge applications [6]. E.g., clustering is
employed in intrusion detection systems (IDS) for detecting abnormal behaviors. Also, Clustering is
widely employed in text analyses for classifying the document into distinct classes. But, the scale of data
produced with advanced technology is dramatically increasing, this method becomes computationally
costly and doesn’t scaleup to huge datasets [7]. Therefore, they aren’t able to encounter the present
demands of modern data intensive applications.

In order to manage big data, clustering algorithm should be capable of extracting patterns from data
which is heterogeneous, unstructured, and massive. Apache Spark is an opensource platform developed to
faster distribute big data processing [8]. Initially, Spark represents a parallel computing framework offer
many innovative services like realtime stream processing and machine learning algorithm. Hence, Spark
is attaining a novel momentum, trends have seen the onset of wider adaption by enterprise due to its
comparative benefits. Spark gained more interest from the researcher to process big data due to its
supremacy on another model such as Hadoop MapReduce [9]. Also, Sparks could run-on Hadoop cluster
and accessing any Hadoop data sources. Furthermore, Spark Parallelization of clustering algorithm is an
active study problem, and researcher finds a way to enhance the performances of clustering algorithm.
The execution of clustering algorithms with sparks has lately gained huge attention from the researchers.

This paper presents an efficient Map Reduce based hybrid density based clustering and classification
algorithm for big data analytics (MR-HDBCC) on Map Reduce environment. The MR-HDBCC model
utilizes the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) technique which is
capable of detecting random shapes and diverse clusters with noisy data. For improving the performance of
the DBSCAN technique, a hybrid model using cockroach swarm optimization (CSO) algorithm is developed
for the exploration of the search space and determine the optimal parameters for density based clustering. At
last, bidirectional gated recurrent neural network (BGRNN) is employed for big data classification. The
performance of the proposed MR-HDBCC technique is examined against the benchmark dataset.

2 Related Works

In order to construct an effective IDS on big data, Wang et al. [10] proposed a classification method on
the basis of data reduction and data clustering. In training phase, the training data is separated into clusters
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using same size through Mini Batch K-Means approach, in the meantime, center of all the clusters is
employed as its index. Later, they elect demonstrative instances for all the clusters to execute the tasks of
data reduction and employ the cluster which includes demonstrative instances to construct KNN detection
models. In detecting phase, sort cluster depending on the distance among the cluster indexes and test
samples, and attain KNN cluster in which they detect KNN model. Peng et al. [11] proposed a clustering
technique for IDS that depends on Mini Batch K-means integrated to PCA method. Initially, a pre-
processing technique is presented for digitizing the string, and later the dataset is normalized for
improving the clustering efficacy. Next, the PCA methods are employed for reducing the dimensions of
treated datasets aim to additionally enhance the clustering efficacy, and later mini batch K-means methods
are employed for data clustering. Particularly, they employ K-means for initializing the center of clusters
for avoiding the algorithms gets to the local optimal, furthermore, they select the Calsski Harabasz
indicators thus the clustering results are defined.

In Bollaa [12], MLBDC-PP-LWO models are proposed. In this presented method, afterward the
detection of sensitive data from data cluster, sensitive data is generalized/protected. The model presented
is related to the present model and the finding shows that the presented method privacy preservation level
is higher when compared to conventional models. Li et al. [13] proposed an automated fast double KNN
classification method based on manually defining the hierarchical clustering and cluster center. They
present manually defining the cluster center to the KNN in training method. Specifically, big data sample
is separated into many portions based on the clustering method. After, the cluster nearer to testing sample
is excavated as novel training sample in the testing procedure.

In Lakshmanaprabu et al. [14], the big data analytics on IoT based medical systems are proposed by the
MapReduce and RFC method. The e-health information is gathered from the patient who suffers from
distinct diseases is deliberated for analysis. The optimum attribute is selected through an IDA model from
the databases for better classification. At last, RFC classifiers are employed for classifying the e-health
information through an optimum feature. In Li et al. [15], a new method is presented for achieving a cost
efficient big data clustering in the cloud. Through training the regression models using the sample data,
they could create extensively employed k-means and EM algorithm stops manually at an earlier stage
when the required accuracy is attained. Experiment has been performed on 4 common datasets and the
result demonstrates that k-means and EM algorithm could attain higher cost efficiency in the cloud.

In Lu [16], an increment K-means clustering model on the basis of density is presented based on K-
means method. Initially, the density of data point is evaluated, and all fundamental clusters are made up
of the center point where density isn’t lesser compared with the proved thresholds and the point within
the density range. Next, the fundamental clusters are fused based on the distances among the 2 cluster
centers. Lastly, the point isn’t separated from any cluster is separated to the cluster closer to them. To
enhance the efficacy of the model and reduces the time complexity, the distributed databases are
employed for stimulating the distributed memory space and parallelizes the method on Hadoop platforms
of CC. Venkatesh et al. [17] employed a BPA method for Predicting Diseases with NB Techniques. It
provides probabilistic classifications depends on Bayes concept with independence assumption among the
features. The NB method is appropriate for large datasets, particularly for big data. The NB approach
trains the heart diseases data driven from UCI-ML repository. Next, it was made prediction on the test
data for predicting the classifications.

Elkano et al. [18] proposed a novel FRBCS for Big Data classification problem (CHI-BD) i.e., capable
of providing exactly the similar models like the one that will be attained using the original Chi et al. model
when it can be performed by this amount of data. Hernández et al. [19], proposed a 2 hybrid neural
architecture integrating morphological neurons and perception. The primary framework is known as
MLNN includes hidden layer of morphological neurons and output layer of traditional perceptron that is
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ability to extract features. The next framework, named LMNN is made up of many perceptron layers as
feature extractors, an output layer of morphological neurons for nonlinear classifications. Both
frameworks were trained using stochastic gradient descent.

3 The Proposed Model

In this paper, an effective MR-HDBCC technique has been developed for big data classification in
MapReduce environments. The proposed MR-HDBCC technique is executed on Map Reduce tool for
handling the big data. In addition, the MR-HDBCC technique involves three distinct processes namely
pre-processing, hybrid DBSCAN based clustering, and BiGRNN based classification. Fig. 1 illustrates the
overall working process of proposed MR-HDBCC model. The detailed working of these modules is
offered in the succeeding sections.

3.1 MapReduce Programming Model

Hadoop, proposed by the Apache Software Basis, is an opensource platform developed by Doug Cutting
and Mike Cafarella in 2005. The goal is to provide a platform for distributed processing and storage. The
basic model which developed the Hadoop architecture is given below:

1) Hadoop Common: it has utilities and libraries.
2) Hadoop Distributed File System (HDFS): initially it was the Google File System. This model is a

DFS employed as distributed storage for the information; further, it provides access to the
information using higher throughputs.

3) Hadoop YARN (MRv2): it is accountable for managing cluster resources as well as scheduling tasks.
4) Hadoop MapReduce: initially Google MapReduce, depends on YARN, for processing data in

parallel.

There are several projects associated with Hadoop, like Hive, Mahout, Spark, and Hbase. The basic
aspect which characterizes Hadoop is that the HDFS contain a higher fault tolerance to the failure of
hardware. In fact, it is capable of manually resolving and handling this event. Further, HDFS is capable,
with the interactions amongst the node belongs to the cluster, handle the data, E.g., rebalancing them.
The processing of data kept on the HDFS is implemented with the MapReduce architecture. Even though
Hadoop is principally written in C and Java languages, it is available to any programming language. The
MapReduce architecture permits partitioning on the node that belongs to the cluster the task which must
be finished. The primary disadvantage of Hadoop is the absence of implementing effectively realtime
tasks. But, this isn’t a key constraint due to this certain aspect another technique can be used.

Figure 1: Overall process of MR-HDBCC model
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MapReduce Programming Model.

MapReduce manually executes and parallelizes a program on a huge cluster of commodity machines. It
operated by splitting processing into 2 phases, the map and reduce phases. All the stages have key value pairs
as output and input, the type of which might be selected by the programmer. The map and reduce function of
MapReduce are determined based on the data structured in (key, value) pair. The computational take a group
of input key values pair also produce a group of output key values pair. The map and reduce function in
Hadoop MapReduce have the subsequent common form:

map: ðk1; v1Þ ! listðk2; v2Þ
reduce: ðk2; list ðv2ÞÞ ! listðv2Þ:

Once a MapReduce works started, the map invocation is shared over multiple machines via the
automated splitting of input data to a collection of partitions [20]. The map task takes input split as input
and produces a series of key value pairs named intermediate data. A splitting function (with default, hash
(key) mod R) is later employed for dividing the intermediate data into many splits and share them
through reduce task. This transfer method is known as a shuffle. In the reduce stage, all reduce tasks
process the input intermediate data through the reduce function and generate output data.

3.2 Design of Hybrid DBSCAN Technique

Consider the datasets to be treated be represented as D, the clustering algorithm radius, Eps, and the
minimal numbers of objects in the neighborhoods, MinPts. Later, fundamental concepts of the algorithms
are given in the following:

1. Eps neighbouring region: whereas p represents the center of sphere in the datasets D. For data
within the radius Eps of the objects area, a set of points in the sphere is NEpsðpÞ ¼
fq 2 Djdistðp; qÞ � Epsg.

2. Density: at the location of data points p in the datasets D, the numbers of point, Num, included in the
neighborhoods Eps is their density

3. Core point: at the location of data points p in the datasets D, when the density (Num) in the
neighbourhood Eps fulfills Num ≥ MinPts, it is known as a core point.

4. Border point: at the location of data points p in the datasetsD, when the density in the neighbourhood
Eps fulfills Num ≤ MinPts however it can be inside the sphere, it is known as a border point.

5. Noise point: every object except the core point and border point in D.

6. Direct density reachable: provided object, q∈D, when there is a core point and it is inside the Eps
neighbourhood of q, it has been stated that from p to q is direct density reachable, viz., q∈NEps(p),
|NEps(p)| ≥ MinPts.

7. Density reachable: provided object p1, p2, p3, p4, …, pn∈D, whereas p1 = q, pn = q, when pi+1 is
direct density reachable from pj, then p is density reachable from q.

8. Density-connected: provided object, q∈D, when there is a point o∈D i.e., density reachable from
p & q, then p & q are density connected.

According to above-mentioned definition, the concept of DBSCAN algorithms is given in the
following. The search could begin from the neighbouring Eps areas of other interesting data points.
Provided a sufficient data point in the neighbourhood (MinPts) the cluster would extend. Or else, data
points are temporarily marked as noise [21]. Later, this point could be determined in another Eps
neighbourhoods and mark as parts of a cluster. When a data objects from the cluster is mark as a core,
their Eps neighborhoods are parts of the cluster. Therefore, each point determined in the neighborhoods,
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and the core neighborhoods, are included in the cluster. This procedure is continued till density connected
cluster is fully determined. Lastly, novel and unprocessed points are processed and retrieved to discover
deep noise/clusters. Finally, the object in datasets D is checked, then end the process.

According to the earlier descriptions of the fundamental ideas and concepts of DBSCAN method, its
flow of process could be summarized as follows. Now, suppose the spatial datasets D, provided clustering
radius Eps, the minimal numbers of neighboring object MinPts, and the present set of objects as N1.

1. Each data object in datasets D is marked as unchecked. Based on some unchecked data points p,
marked as checked, later check Eps neighborhoods and estimate the numbers of objects in the
neighborhoods m. When m fulfills m ≥ MinPts, generate a novel clusters C1, and include p to C1,
in the meantime included each point in the neighborhoods to the set of objects N1.

2. For the set of objects, N1, when objects q there hasn’t been checked, later qmarked as ‘checked’, next
check Eps neighborhoods and estimate the numbers of object in the neighborhoods n. when n fulfills
n ≥MinPts, this object is included in the object sets. If q doesn’t belong to some clusters, next include
q to C1.

3. Repeat step (2), also continues to check object sets N1 till it is empty

4. Repeat steps (1)–(3). While each data object is marked as ‘checked’ then end the process.

The complete execution steps could be summarized in Algorithm 1.

Algorithm 1: DBSCAN algorithms execution step.

Input Data: Dataset D to be treated

Output Data: Cluster fulfills the Clustering requirement

Parameter: Clustering Radius Eps, Minimum numbers of neighbor point MinPts

Key functions of the algorithm:

Density Cluster ðD; Eps; MinPts)

{

Cluster Num = 0

for all unchecked points M in D

set M as checked

Neighbour Result ¼ Neighbouring Search ðM ; EpsÞ
When the size of (Neighbour Result) ≥MinPts

Cluster Num=Upgrade Cluster Num

Expand Neighboring Parts (M, NeighbourResult, ClusterNum, Eps, MinPts)

else

set M as NOISE

}

Sub functions:

Expand NeighbourPart (M, NeighbourResult, ClusterNum, Eps, MinPts)

Neighboring Search (M, Eps)
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For improving the performance of the DBSCAN technique, a hybrid model using CSO algorithm is
designed for the exploration of the search space and to determine the optimal parameters for density
based clustering. CSO method is a population based global optimization method with the summary of
inertial weight. CSO was employed to the problem. CSO model simulates cockroach behaviors that are
dispersing, ruthless behaviors, and chase swarming. CSO model is shown below.

(1) Chase swarming behavior:

xj ¼ xi þ step � rand � ðpi � xiÞ
xi þ step � rand � ðpg � xiÞ; xi ¼ pixi 6¼ pi

�
(1)

In which xi represents the cockroach location, step is a fixed value, rand denotes an arbitrary value in the
range of zero and one, pi signifies the personal optimal location, and pg denotes the global optimal location [22].

Assume

pi ¼ Optjfxj; jxj � xjj � visualg (2)

Whereas visual perception distance is a constant. j = 1, 2, …, N & i = 1, 2, …, N

pg ¼ Optifxig (3)

(2) Dispersion behavior

xi ¼ xi þ randð1; DÞ; i ¼ 1; 2; . . . ; N (4)

Let rand ð1; DÞ be a D dimension arbitrary vectors i.e., set in the specific range.

(3) Ruthless behavior

xk ¼ pg (5)

Whereas k represents an arbitrary integer in the range of 1 and N as well pg represents the global
optimum location.

3.3 Design of BiGRNN Based Big Data Classification

Once the clustering process is completed, the next stage is to classify the big data. LSTM constitutes
a certain case of RNN which was initially developed to both long and short term dependency models.
The main units in an LSTM network are the memory blocks in the recurrent hidden layer that has
memory cells with self-connection memorize the adaptive gate and temporal state unit to control the data
flow in the blocks. The memory cell ct the structure is made up of output, input, and forgets gates. In
each time step t, the input gate it defines that data are included in the cell states St (memory), the forget
gates ft defines that data is discarded from the cell state by the transforming function in forget gate;
whereas the output gates ot defines that data in the cell state would be employed as output. By using
gates in every cell, information could be added, filtered/discarded. In this method, the LSTM network is
able to identify short as well as long term correlations feature within time series. Furthermore, it is
noteworthy that a considerable benefit of the use of memory cell and adoptive gate that controls data flow
is the gradient vanishing problems could be significantly tackled, i.e., essential for the generalization
performances of the network.

A simple method for increasing the capacity and depth of LSTM network is to stacked LSTM layer
together, where the output of (L − 1) th LSTM layers at time t is processed as input of Lth layer. Note
that this input and output connection is the only link among the LSTM layer of the networks. According
to the aforementioned equation, the framework of stack LSTM could be described in the following:
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where hLt & hL�1t denotes output in the Lth and (L − 1) th layers, correspondingly all the layers L produce a
hidden state hLt according to the present output of the prior layer hL�1t and time hLt�1: Particularly, the forget
gate f Lt of the L layers calculate the input for cell states cLt�1 as

ft ¼ rðWL
f ½hLt�10hL�1t � þ bLf Þ (6)

Whereas σ represents a sigmoid function, wL
f & bf indicates the bias vector and weight matrix of layers L

based on the forget gate, correspondingly. Then, the input gate iLt of the L layers compute the values that
should be included in the memory cells cLt as

iLt ¼ rðWL
i ½hLt�10hL�1t � þ bLi Þ (7)

In whichWL
i denotes the weight matrix of layers L based on the input gate. Subsequently, the output gate

oLt of the Lth layers filter the data and evaluate the output value as

oLt ¼ rðWL
o ½hLt�10hL�1t � þ bLoÞ (8)

Let Wo
f & bo be the bias vector and weight matrix of the output gates in the L layers, correspondingly.

Lastly, the output of memory cells is calculated as

ht ¼ oLt � tanh ðcLt Þ (9)

While� denoting the point-wise vector multiplication, tanh indicates hyperbolic tangent function

cLt ¼ f Lt � cLt�1 þ iLt � ~cLt�1 (10)

CL
t ¼ tanh ðWL

~C
½hLt�1; hL�1t � þ bL~c Þ:

As the LSTM network, an effective and extensively used RNN framework is BRNN model. Unlike the
LSTM model, this network is made up of 2 hidden layers, related to input and output. The main concept of
BRNN is that all the training sequences are present backward and forward to 2 distinct recurrent networks
[23]. Particularly, the initial hidden layer possesses recurrent connection from the previous time step, next,
the recurrent connection is reversed, transfer activation backward with the sequence. Indeed, LSTM and
BRNN depend on compatible technique where the previous one proposed the connecting of 2 hidden
layers, that composes the network, whereas the last one proposes a basic component to compose the
hidden layer. Fig. 2 depicts the architecture of GRU model.

Figure 2: GRU structure

With this line, BiLSTM network is presented in this study that integrates 2 LSTM networks from the
BRNN model. Particularly, BiLSTM incorporates forward and backward LSTM layers for learning the
data from following and preceding tokens. In this method, future and past contexts for a provided time t
are accessed, therefore optimum predictions could be attained with further sentence level data.
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In a BiLSTM network, the output of all feedforward LSTM layers are similar to the traditional stacked
LSTM layers and this layer is iterated from t = 1 to T. On the other hand, the output of all backward LSTM
layers is reversely iterated, viz., from t = T to 1. Therefore, at time t, the output of values ht

 
in backward

LSTM layers, L could be evaluated by

ft
 ¼ rðWL 

f ½hLt�10hL�1t � þ bL f Þ (11)

 
i Lt ¼ rðWL 

f ½hLt�10hL�1t � þ b f
LÞ (12)

 oLt ¼ rðWL 
o ½hLt�10hL�1t � þ b o

LÞ (13)

 cLt ¼
 
f Lt �  cLt�1 þ

 
iLt � ~c
 L

t�1 (14)

~c
 L

t ¼ tanh ðWL

~c
 ½hLt�10hL�1t � þ bL

~c
 Þ (15)

ht
 ¼  oLt � tanh ð cLt Þ (16)

Lastly, the output of this BiLSTM framework is shown below

yt ¼ W ½ht!; ht
 � þ b (17)

4 Performance Validation

This section investigates the performance of the MR-HDBCC technique on the applied five datasets
from UCI repository. The results are investigated under varying sizes of data and different executions.
Tab. 1 and Fig. 3 demonstrates the cluster analysis time (CAT) analysis of the MR-HDBCC technique
under varying size of data. The results indicated that the MR-HDBCC technique has accomplished
minimal CAR under all sizes of data. For instance, with 1 MB data, the MR-HDBCC technique has
attained a lower CAT of 10.23, 5.10, 7.09, 8.23, and 5.96 ms respectively. In addition, with 3 MB data,
the MR-HDBCC approach has reached a minimal CAT of 7.38, 12.50, 8.80, 11.08, and 8.80 ms
correspondingly. Also, with 7 MB data, the MR-HDBCC method has reached a lesser CAT of 15.92,
10.23, 13.07, 12.22, and 19.49 ms correspondingly. Along with that, with 10 MB data, the MR-HDBCC
manner has obtained a decreased CAT of 13.07, 9.94, 13.93, 18.20, and 13.07 ms correspondingly.
Simultaneously, with 14 MB data, the MR-HDBCC method has gained a reduced CAT of 15.07, 13.36,
21.90, 21.62, and 18.20 ms correspondingly.

Table 1: Result analysis of MR-HDBCC model with different sizes of data interms of CAT

Cluster analysis time (ms)

Size (MB) Execution-1 Execution-2 Execution-3 Execution-4 Execution-5 Average

1 10.23 5.10 7.09 8.23 5.96 7.32

2 7.09 11.37 7.95 8.52 7.95 8.58

3 7.38 12.50 8.80 11.08 8.80 9.71

4 7.95 14.21 13.93 10.51 10.51 11.42
(Continued)
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Table 1 (continued)

Cluster analysis time (ms)

Size (MB) Execution-1 Execution-2 Execution-3 Execution-4 Execution-5 Average

5 9.37 15.35 11.65 10.80 11.65 11.76

6 11.08 10.23 13.07 12.79 16.49 12.73

7 15.92 10.23 13.07 12.22 16.49 13.59

8 17.34 10.23 16.49 12.22 12.50 13.76

9 12.79 10.80 13.64 16.21 13.64 13.42

10 13.07 9.94 13.93 18.20 13.07 13.64

11 13.07 10.23 14.50 18.48 15.64 14.38

12 13.93 10.80 15.07 19.91 15.64 15.07

13 13.93 11.94 20.76 19.91 16.78 16.66

14 15.07 13.36 21.90 21.62 18.20 18.03

Figure 3: CAT analysis of MR-HDBCC model with distinct data size

A detailed CAT analysis of the MR-HDBCC with existing techniques takes place in Tab. 2 and Fig. 4.
The results depicted that the MR-HDBCC technique has resulted in a minimal CAT. For instance, with 1 MB
of dataset, the MR-HDBCC technique has attained a lower CATof 7.32 ms whereas the K-means and hybrid
clustering techniques have obtained a higher CAT of 27.88 and 8.52 ms respectively.

Additionally, with 3 MB of dataset, the MR-HDBCC algorithm has obtained a minimum CAT of 9.71
ms whereas the K-means and hybrid clustering approaches have obtained a maximum CAT of 34.14 and
11.08 ms correspondingly. Besides, with 7 MB of dataset, the MR-HDBCC technique has achieved a
lower CAT of 13.59 ms whereas the K-means and hybrid clustering methodologies have gained an
increased CAT of 48.10 and 13.93 ms correspondingly. Meanwhile, with 10 MB of dataset, the MR-
HDBCC approach has attained a lower CAT of 13.64 ms whereas the K-means and hybrid clustering
techniques have obtained an enhanced CAT of 58.06 and 16.21 ms correspondingly. Finally, with 14 MB
of dataset, the MR-HDBCC manner has attained a lower CAT of 18.03 ms whereas the K-means and
hybrid clustering methodologies have achieved an improved CAT of 72.01 and 20.19 ms correspondingly.

400 CSSE, 2023, vol.44, no.1



Tab. 3 and Fig. 5 define the cluster formation time of the MR-HDBCC technique with existing
techniques. The MR-HDBCC technique has gained effectual outcomes with minimal cluster formation
time under all datasets. For instance, with Iris dataset, the MR-HDBCC technique has obtained a reduced
cluster formation time of 11.98 ms whereas the K-means, K-means+, and hybrid clustering techniques
have obtained a higher cluster formation time of 15.52, 14.48, and 13.64 ms respectively. Moreover, with
Wine dataset, the MR-HDBCC manner has gained a lower cluster formation time of 12.08 ms whereas
the K-means, K-means+, and hybrid clustering systems have reached an increased cluster formation time
of 18.75, 14.48, and 16.66 ms correspondingly. Furthermore, with Glass dataset, the MR-HDBCC

Table 2: Cluster analysis time (CAT) of MR-HDBCC model

Cluster analysis time (ms)

Dataset size (MB) K-means Hybrid clustering MR-HDBCC

1 27.88 8.52 7.32

2 31.30 9.37 8.58

3 34.14 11.08 9.71

4 36.42 12.22 11.42

5 39.27 13.07 11.76

6 42.97 14.21 12.73

7 48.10 13.93 13.59

8 52.08 14.78 13.76

9 55.78 15.07 13.42

10 58.06 16.21 13.64

11 59.77 16.78 14.38

12 64.61 18.48 15.07

13 67.74 18.77 16.66

14 72.01 20.19 18.03

Figure 4: CAT analysis of MR-HDBCC model with existing approaches
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algorithm has achieved a minimal cluster formation time of 9.69 ms whereas the K-means, K-means+, and
hybrid clustering methods have reached a superior cluster formation time of 12.81, 19.37, and 21.04 ms
correspondingly. In the meantime, with Yeast-1 dataset, the MR-HDBCC technique has obtained a
reduced cluster formation time of 22.70 ms whereas the K-means, K-means+, and hybrid clustering
manners have obtained a higher cluster formation time of 28.43, 25.52, and 26.35 ms correspondingly. At
the same time, with Yeast-2 dataset, the MR-HDBCC technique has obtained a reduced cluster formation
time of 25.41 ms whereas the K-means, K-means+, and hybrid clustering approaches have reached a
maximum cluster formation time of 30.31, 28.54, and 29.37 ms correspondingly.

Comparative accuracy analysis of the MR-HDBCC with existing techniques takes place in Tab. 4 and
Fig. 6. The results demonstrated the betterment of the MR-HDBCC technique with the higher accuracy. For
instance, with Iris dataset, increased accuracy of 92.49% whereas the K-means, K-means+, and hybrid
clustering techniques have exhibited a decreased accuracy of 84.11%, 87.48%, and 91.11% respectively.
Concurrently, with Glass dataset, enhanced accuracy of 94.74% whereas the K-means, K-means+, and
hybrid clustering algorithms have demonstrated a lower accuracy of 89.56%, 91.28%, and 92.58%
correspondingly. Eventually, with Yeast-2 dataset, a maximum accuracy of 95.43% whereas the K-means,
K-means+, and hybrid clustering techniques have outperformed a minimum accuracy of 82.38%, 87.31%,
and 94.14% correspondingly.

Table 3: Cluster formation time analysis of MR-HDBCC model

Formation of clusters (ms)

Dataset K-means K-means+ Hybrid clustering MR-HDBCC

Iris 15.52 14.48 13.64 11.98

Wine 18.75 14.48 16.66 12.08

Glass 12.81 19.37 21.04 9.69

Yeast-1 28.43 25.52 26.35 22.70

Yeast-2 30.31 28.54 29.37 25.41

Figure 5: Cluster formation time analysis of MR-HDBCC model
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Tab. 5 and Fig. 7 explain the computation time for each centroid of the MR-HDBCC approach with
recent manners [24]. The MR-HDBCC approach has attained effective results with minimal computation
time under all datasets. For instance, with Iris dataset, the MR-HDBCC technique has obtained a lower
computation time of 6.41 whereas the K-means, K-means+, and hybrid clustering manners have attained
a superior computation time of 9.84, 7.77, and 8.73 correspondingly. Likewise, with Wine dataset, the
MR-HDBCC approach has obtained a reduced computation time of 7.72 whereas the K-means,
K-means+, and hybrid clustering techniques have gained a higher computation time of 10.34, 9.18, and
9.84 correspondingly.

Table 4: Accuracy analysis of MR-HDBCC model

Accuracy (%)

Dataset K-means K-means+ Hybrid clustering MR-HDBCC

Iris 84.11 87.48 91.11 92.49

Wine 90.85 92.58 95.09 96.21

Glass 89.56 91.28 92.58 94.74

Yeast-1 80.74 83.85 91.80 93.79

Yeast-2 82.38 87.31 94.14 95.43

Figure 6: Accuracy analysis of MR-HDBCC model with different dataset

Table 5: Computation time analysis of MR-HDBCC model with existing techniques

Computation time for each centroid

Dataset K-means K-means+ Hybrid clustering MR-HDBCC

Iris 9.84 7.77 8.73 6.41

Wine 10.34 9.18 9.84 7.72

Glass 12.56 10.79 11.35 9.18

Yeast-1 14.37 12.66 13.72 10.94

Yeast-2 15.53 13.72 15.13 11.85
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Similarly, with Glass dataset, the MR-HDBCC method has achieved a minimal computation time of
9.18 whereas the K-means, K-means+, and hybrid clustering techniques have obtained a higher
computation time of 12.56, 10.79, and 11.35 respectively. Meanwhile, with Yeast-1 dataset, the
MR-HDBCC algorithm has achieved a decreased computation time of 10.94 whereas the K-means,
K-means+, and hybrid clustering methodologies have achieved a maximum computation time of 14.37,
12.66, and 13.72 correspondingly. At last, with Yeast-2 dataset, the MR-HDBCC technique has obtained
a reduced computation time of 11.85 whereas the K-means, K-means+, and hybrid clustering approaches
have gained a superior computation time of 15.53, 13.72, and 15.13 respectively. From the above
mentioned results analysis, it is apparent that the MR-HDBCC technique can be employed for effective
big data classification.

5 Conclusion

In this paper, an effective MR-HDBCC technique has been developed for big data classification in
MapReduce environments. The proposed MR-HDBCC technique is executed on Map Reduce tool for
handling the big data. In addition, the MR-HDBCC technique involves three distinct processes namely
pre-processing, hybrid DBSCAN based clustering, and BiGRNN based classification. Moreover, a hybrid
DBSCAN model is derived using CSO algorithm to explore the search space and determine the optimal
parameters for density based clustering. The performance of the proposed MR-HDBCC technique is
examined against the benchmark dataset and the results are inspected under several aspects. The
simulation outcomes demonstrated the significant performance of the MR-HDBCC technique interms of
different measures. As a part of future extension, the MR-HDBCC technique can be extended to the
healthcare sector to classify medical big data.
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Figure 7: Computation time analysis of MR-HDBCC model
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