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Abstract: Worldwide, many elders are suffering from Alzheimer’s disease (AD).
The elders with AD exhibit various abnormalities in their activities, such as sleep
disturbances, wandering aimlessly, forgetting activities, etc., which are the strong
signs and symptoms of AD progression. Recognizing these symptoms in advance
could assist to a quicker diagnosis and treatment and to prevent the progression of
Disease to the next stage. The proposed method aims to detect the behavioral
abnormalities found in Daily activities of AD patients (ADP) using wearables.
In the proposed work, a publicly available dataset collected using wearables is
applied. Currently, no real-world data is available to illustrate the daily activities
of ADP. Hence, the proposed method has synthesized the wearables data accord-
ing to the abnormal activities of ADP. In the proposed work, multi-headed (MH)
architectures such as MH Convolutional Neural Network-Long Short-Term Mem-
ory Network (CNN-LSTM), MH one-dimensional Convolutional Neural Network
(ID-CNN) and MH two dimensional Convolutional Neural Network (2D-CNN)
as well as conventional methods, namely CNN-LSTM, 1D-CNN, 2D-CNN have
been implemented to model activity pattern. A multi-label prediction technique is
applied to detect abnormal activities. The results obtained show that the proposed
MH architectures achieve improved performance than the conventional methods.
Moreover, the MH models for activity recognition perform better than the
abnormality detection.

Keywords: Alzheimer’s disease; abnormal activity detection; classifier chain;
multi-headed CNN-LSTM; wearable sensor

1 Introduction

As per the report from World Health Organization (WHO), the elder’s population is increasing faster and
it will reach nearly 1.4 billion in 2030 and will increase nearly 2.1 billion in 2050. Globally, 50 million elders
are affected by dementia. The population of dementia is estimated to increase 82 million in 2030 and will
reach nearly 152 million in 2050. The report from the Alzheimer’s Association states that $7.9 trillion of
medical costs could be saved if the AD is diagnosed in Mild Cognitive Impairment (MCI) stage.
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AD is a mental illness which deteriorates the cognitive skills such as thinking, reasoning and
remembering and makes problems in mobility and creates trouble in performing physical tasks. AD
makes difficulties to carry out the basic activities in daily life and to complete the familiar tasks. Hence,
the ADP depends completely on others to carry out their basic needs in regular life from their loved ones.

The AD typically progresses into three stages such as mild, moderate and severe stage. A report states
that mostly 75% of ADP goes unnoticed in the beginning level and so the patients are diagnosed in the
moderate or severe level which is the irreversible stage [1]. The progression of AD could be identified
using the behavioral changes in daily activities such as sleeping, eating, walking, etc. The abnormal
activities are forgetting to eat, taking food multiple times, having long naps in daytime, etc. These are the
vital signs and symptoms to evaluate the AD stage and its progression [1]. Hence, there is a strong
requirement for constant monitoring of daily activities of ADP in their living location instead of high-cost
clinical environment. Recently, the remote activity monitoring systems designed using non-invasive based
wearable sensors, information technologies and advanced broadcasting techniques provide efficient,
reliable and low-cost promising solutions to assess the behavioral changes in daily activities of ADP [2].
To diagnose the AD in early stage using non-clinical methods is the strong requirement of the medical
domain. Although few methods have been proposed experimentally [3—11], they need more real time
validation, reliable results and appropriate domain knowledge. Currently, no single medical test is
available to determine whether the patient has AD or not and to evaluate the disease progression. Hence,
the primary goal of the proposed method is to detect the cognitive decline in advance using deviation
found in daily activities of the ADP. Moreover, the continuous monitoring of daily activities of patients in
real time using non-invasive wearable sensors will preserve the privacy of ADP and will be cost effective.

Nowadays, deep learning algorithms are applied to detect the activities performed in regular life. These
models could extract the most relevant attributes automatically to train the model. Mostly, CNN applies filters
and is used to extract local dependency and to detect the patterns in the input. Recurrent Neural Network
(RNN) uses activation function to process temporal information.

Although different sensors are used to detect the human activities, wearable inertial sensors provide
valuable information than others. Unfortunately, no dataset is available in real time to illustrate the
abnormal behavior of ADP using wearables. Moreover, generating that type of data in real time will take
long duration and need an experimental environment. Hence, for the proposed work, data simulation is
the optimal solution for detecting the behavioral abnormalities of ADP. In this work, synthetic data is
created for abnormal activities using the available dataset.

The proposed method provides the following contribution,

1. The proposed work is an innovation method to execute MH CNN-LSTM architectures for detecting
abnormal behavior of ADP using wearable sensor data

2. This is a novel work to use multi-label prediction technique called classifier chain for abnormality
detection

3. This is a novel work to synthesize the wearable sensor data to generate behavioral abnormalities in
daily activities of ADP

The proposed work is prepared as follows. An overview of the previous experiments in detection of
human activity and identifying abnormal activity of ADP are described in Section 2. Section 3 discusses
the datasets used in this work and the proposed method. The implementation details are given in Section
4 and the obtained outcomes are illustrated in Section 5. Finally, the conclusion for the proposed work is
given in Section 6.
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2 Related Works

Recently, for human activity recognition (HAR), various researches have been carried out using different
sensing methods, machine leaning and deep learning algorithms. The different types of deep learning
algorithms such as Restricted Boltzmann machine (RBM), Deep Belief Network (DBN), CNN, LSTM-
CNN and RNN-LSTM model have been applied to find out human activities using different types of
sensors. The smart home dataset is used for modelling human activity using RBM [3]. The inertial
sensors present in the smart phone are used to collect the data according to the human activities and DBN
is used to train the model to recognize twelve different activities [4].

CNN is applied to extract discriminative features automatically and it captures the same attributes of a time
series data [5]. The Convolutional layers combined with LSTM are applied to extract features automatically for
recognizing human activity [6]. A combination of inception neural network with RNN is applied to extract
multi-dimensional features using different kernel-based convolution layers to classify the human activities
[7]. A shallow structure of RNN-LSTM is developed to run on edge device like Raspberry Pi3 [8]. The
convolutional RNN is built for human activity detection using two publicly available datasets such as
Opportunity and Skoda [9]. The abnormalities found in human activities are detected using various
techniques such as Markov Logic Network (MLN), Hidden Markov Model (HMM) and machine learning
techniques. A Fine-grained Abnormal Behavior Recognition (FABER) hybrid technique using Markov
Logic Network is designed for recognizing abnormalities of MCI patients in smart-home environment [10].
Video sensor-based method is designed to detect abnormal activities of elders and uses kernel discriminant
analysis (KDA) to classify different activities and HMM for training the model [11].

The ambient assisted living environment is used to detect the anomalous situations using profiling
strategy [12]. Video based anomalous activity recognition system has used adaptive video compression
technique to reduce the processing time of the lengthy videos [13]. Infrared motion sensors are used for
abnormal behavior detection using motion signals [14]. An HMM combined with statistical method is
used to detect the abnormal and irregular activities from the daily activity sequence in the ambient
assisted living (AAL) environment [15]. The abnormality is detected using non-intrusive sensors in the
smart home environment [16]. Agglomerative clustering is applied to expose the data clusters and the
model transitions are executed by Markov chain and Random Forest is used for detecting human
behavior patterns. Abnormal activities of dementia patients are detected using MLN in a smart home
environment [17]. The AD of the persons is detected using their foot movements [18]. A wearable device
is designed to store the gait data while walking [19]. The ceiling-mounted Pyroelectric Infrared (PIR)
sensors are fixed to find out the abnormalities using spatial-temporal characteristics [20].

The anomalous activity recognition is evaluated using three variants of RNNs such as LSTM, Vanilla,
and Gated Recurrent Unit using smart home datasets [21]. The CNN is used to detect the daily activities and
the abnormality of dementia patients [22]. The transfer learning of Recursive Auto-Encoders (RAE) is used
to train the model of normal activities of healthy person. The trained model is used to detect the abnormality
of patient using synthesis dataset [23]. Prediction of chronic disease has been implemented using multi-label
classification problem [24]. The risk of chronic disease is predicted using mutually inclusive medical records
[25]. The application has implemented DNN model to apply multi-label techniques such as problem
transformation and adaption type algorithms [25]. Detection of multi resident’s activities is carried out in
smart home environment using multi-label classification framework [26]. The next section describes the
proposed methodology and the signs and symptoms of AD and also explains the dataset preparation and
the MH architectures used.
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3 Methodologies

The following steps are carried out to implement the process: Initially, a publicly available wearable data
set named Wireless Sensor Data Mining (WISDM) [27] is prepared according to the normal activity sequence
and is synthesized due to the abnormal behavior of ADP. Then, the prepared dataset is pre-processed and
segmented using sliding window technique into short time slices. Finally, MH architectures such as
MH-CNN-LSTM, MH-1D-CNN and MH-2D-CNN are modelled to identify the activities of daily living
and to find out the anomalous behavior. The following section describes the common signs and
symptoms of ADP and the synthesis dataset creation.

3.1 Signs and Symptoms of AD

In this section, the important signs and symptoms of AD found in daily activities of patients are
described. Though the symptoms are different from person to person, some symptoms are recognized in
most of the patients and are shown in the Tab. 1.

Table 1: General signs and symptoms of AD

Signs and Description

symptoms

Forgetting When the cognitive decline increases, ADP often forget to perform the basic daily

activities activities such as brushing teeth, bathing and eating. The ADP always forgets to eat and
drink because of less interest in food and decreased appetite.

Repeating Repetition is the most common behavior found in ADP. Because of the memory decline,

activities the ADP are unable to remember whether they perform the daily activities or not and so
they repeat some daily activities.

Increased The ADP always take longer time to complete the basic daily activities even though the

duration patient has done those tasks hundreds of times before. Because of the cognitive
impairment, they find difficulty how to carry out and finish the tasks

Wandering Wandering is a most common, problematic and risky behavior among ADP. The ADP

behavior often suffer in both outdoor and indoor navigation. The ADP has difficulty even to
remember the familiar places. So, they wander consistently and aimlessly between the
rooms.

Sedentary Sedentary is a physically inactive behavior. For example, it specifies simply sitting or

behavior lying down for a long time. The ADP have more sedentary behavior than the normal
person.

3.2 Wearable Sensors

The advancements in sensor technology, Micro Electro Mechanical Systems (MEMS) and
communication methods provide facilities to track the activities of daily living from remote location and
give accurate and reliable information to evaluate the activities of patients. The inertial sensors such as
magnetometer, tri-axis accelerometer and gyroscope embedded in wearables are used to track the patient’s
ambulatory activities and body postures. The accelerometer measures the body motion acceleration in X,
y, z axis directions. The gyroscope calculates the orientation and angular velocity. The magnetometer
estimates the orientation of the body segment.



CSSE, 2023, vol.44, no.1 371

3.3 Dataset Description

The proposed method uses a publicly available dataset WISDM [27] which is available in the machine
learning repository and its details are given in Tab. 2. The dataset is generated using wearables which are
embedded with inertial sensors. Although different sensors are used to detect the human activities,
wearable inertial sensors provide valuable information than others. The WISDM dataset is collected at
20 Hz polling rate using accelerometer and gyroscope sensors which are embedded in smartphone and
smartwatch.

Table 2: Details of datasets used in the proposed method

Datasets Activities Sensors Polling  Volunteers Device
rate
WISDM 18 Tri-axis accelerometer and 20 Hz 51 LG G Watch, Samsung
gyroscope Galaxy S5

3.4 Data Synthesis Due to the Abnormal Activities of ADP

Many research works have been implemented for activity recognition using wearables data. The
proposed work aims to detect the abnormal activity of the ADP using wearables. So, the basic activities
which are usually performed in the daily life are used to form the activity sequence and to detect the
abnormality. The remaining unusual activities found in the dataset like folding, typing are not used to
form the normal activity sequence. The sensor data is collected at a rate of 20 Hz. The data is generated
every 50 milliseconds by the accelerometer. This translates to a sampling rate of 20 samples per second.
A normal activity conducted by an elder is estimated to take between 20 and 30 min. As a result, for a
specific time period, around 24,000 to 36,000 samples are seen for an activity. The abnormal activities
listed in Tab. | are identified by collecting a larger number of samples for each activity over a longer
period of time. 72,000 samples of brushing, for example, show abnormal activity of repeating. For the
research purpose, a sequence of activities is assumed as usually they are done in a particular order and in
a particular period. For example, the normal activity sequence (NAS) is formed using a set of activities
which are performed at a particular duration in a day as follows,

e Using the WISDM dataset, the NAS is created as “Brushing Teeth-> Drinking from Cup-> Sitting->
Eating Sandwich-> Walking”

The sequence of normal activities is represented using data samples obtained from inertial sensors. For
example, a NAS is represented using number of activities and each activity contains the number of data
samples as follows,

NAS = BI, B2, B3 ...Bt; El, E2, E3...En; D1, D2, D3 ...Dm;
W1, W2, W3 ...Wk; S1, S2, S3 .... Sp;

where, each Bi is a data sample of brushing teeth activity and each Fi is a data sample of eating. Each Diis a
data sample of drinking water and each Wi is a data sample of walking activity and each Si is a data sample of
sitting. The consecutive data samples of an activity represent the occurrence of one instance of an activity.
Some activities have only one instance in the normal daily living and others may have two or three instances.
For example, eating has two or three instances in the daily life. Bathing has maximum of two instances.
Some activities are mandatory to do in the daily life. For example, eating and drinking are mandatory
activities especially for elders. In the proposed method, the data is synthesized according to each
abnormal activity and each type of abnormality is generated according to the signs and symptoms given
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in the Tab. 1. For example, the patient may brush the teeth repeatedly because of memory decline. This
abnormality is injected in the activity sequence as follows,

Abnormal Activity Sequence (AAS)= B1, B2 ...Bt; S1, S2 ...Sn; Bt + 1, Bt + 2 ...Bt + n;
W1, W2 .. Wk; Bt + n+ 1,Bt + n+ 2 ...Bt + n + m

where, brushing teeth Bi is observed more than once. The AAS is generated as given in the Tab. 3.

Table 3: Abnormal activity sequence and its corresponding symptoms

Symptoms Abnormal Activity Sequence (AAS)

Forgetting Brushing Teeth-> Drinking from Cup-> Sitting-> Walking
Repeating Brushing Teeth-> Drinking from Cup-> Sitting->Eating Sandwich
-> Brushing Teeth-> Walking
Sedentary Brushing Teeth-> Drinking from Cup-> Sitting-> Sitting->
behavior Sitting-> Eating Sandwich-> Walking
Increased Brushing Teeth-> Drinking from Cup-> Sitting->Eating Sandwich-> Eating Sandwich->
duration Eating Sandwich-> Eating Sandwich-> Walking

Wandering Brushing Teeth-> Drinking from Cup-> Sitting->Eating Sandwich
-> Walking-> Walking-> Walking-> Walking-> Walking

3.5 Data Pre-processing

The raw data collected from the inertial sensors are synthesized and then they are pre-processed to obtain
better results. They are reshaped with a proper dimension according to the proposed architecture. The pre-
processing techniques applied in this work are given as follows,

Linear Interpolation: The datasets used in this work have been collected using inertial sensors in real
time. The wearables fixed in the volunteers have sent the data via wireless communication. Hence, there
is a possibility for data-loss during communication. In the datasets, the missing data is represented using
Not a Number (NaN) (or) ‘0’. The proposed method uses linear interpolation technique to impute the
missing data.

Data Standardization (Centre Scaling): The distribution of values is rescaled using center scaling
method. In which, the mean of the observed data will be ‘0’ and the standard deviation will be ‘1°. As
the data from wearables have the values in different scales, the proposed work uses the center scaling
method. Here, the observed values are fit for a Gaussian distribution with a proper mean and standard
deviation (SD).

A sensor sample is standardized as follows,

where mean is estimated as,

mean = X ==L )
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And the standard deviation is estimated as,

oo X —X)

n
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Data Segmentation: In the dataset, the sensor data have been collected and recorded continuously. The
models get the input as a short time series data sequence. The temporal relationship between the data samples
is preserved by segmenting the data using sliding window approach. Fig. 1 illustrates the data segmentation
method. The segmented data using sliding window approach have ‘N’ matrixes which have size of “T X I”,
where, ‘T’ is the length of time-slices and ‘I’ is the input instances.

P

Figure 1: Data segmentation

v
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3.6 Detection of ADP’s Abnormal Activities

A sequence of activities in elder’s daily life provides vital information to recognize their normal
activities. The details of daily activity patterns are the important cues to detect the abnormal activities.
Using inertial sensors, human activities can be recognized based on the traces of their movement while
activities are performed. In the proposed work, first, the processed sensor data are fed as input to the
LSTM models to recognize the ADP’s activities in their regular life. Then, the activities are detected
whether it is normal or abnormal using LSTM models based on the signs and symptoms given in Tab. 1.
The abnormality is detected using a multi-label prediction method called classifier chains. The overall
workflow of the proposed work is illustrated in Fig. 2.

U Human Activity Recognition (HAR)
o) Pl )
Sensor Data - =
® Wearable Sensor ‘ Activity

‘ Abnormal Activity Recognition (AAR)

A sy

Normal Activity Abnormal Activity

Figure 2: Detection of ADP's abnormal activities
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3.7 MH CNN-LSTM Architecture
The following describes the different MH-CNN architectures used in the proposed work.

MH CNN LSTM: CNN is very effective in extracting and learning features automatically from time-
series data. The proposed method uses three CNN models along with the LSTM backend. In the first
step, three CNN models are connected in parallel and each model receives the input sequences
individually for processing. The outputs from three models are merged and then provided as an input to
the LSTM model for the prediction.

MH 1D CNN: In the proposed work, three 1D-CNN models are connected in parallel and each model
reads the input sequence independently. The outputs from the three models are concatenated and then given
as an input to the output layer for prediction.

MH 2D CNN: In the proposed method, three 2D-CNN models are connected in parallel and each model
reads the input sequence independently. The outputs from the three models are merged and then provided as
an input to the output layer for prediction.

3.8 Activity Recognition

A normal activity sequence is generated using the dataset WISDM like “Brushing Teeth-> Drinking
from Cup-> Sitting-> Eating Sandwich-> Walking”. Five activities are used from WISDM dataset. Each
activity is represented using three input features such as x, y, z. which are acquired from three axis of an
inertial sensor. The model will generate the activity labels as the output. To train the model, the pre-
processed training instances and their corresponding labels are fed into multi-label architectures as well as
conventional methods. The performance of the activity recognition model is the key input for the
abnormality detection.

3.9 Abnormality Detection Using Classifier Chain

The multi-label classification technique is applied to detect the abnormal activities. In the proposed
method, problem transformation method is used in which multi-label classification is converted into a
single label classification. A problem transformation method called classifier chain is used in the
proposed work. The input for the abnormality detection is generated using the input attributes of the
activity recognition along with the activity label. Hence, the output of the activity recognition is added as
an input instance for the implementation. Then the input space for the abnormality detection is received
as (X, y, z, label) where ‘x, y, z’ are the actual input features obtained from the inertial sensor and also
they are the input space for the first classifier such as activity recognition. ‘Label’ represents the activity
label which is the outcome of the first classifier. For the second classifier such as abnormality detection,
the ‘Label’ is added as an input feature along with (X, y, z). For the activity recognition, each input has
three instances. For the abnormality detection, each input has four instances. The process of classifier
chain is illustrated in Fig. 3. The main advantage of the classifier chain is to preserve the correlation
between the output labels of the different classifiers. For the abnormality detection, the synthesis datasets
are generated as per in the Tab. 3. The abnormality detection is implemented using MH and conventional
models. The outcome of the models is to detect the activity whether it is normal or abnormal.
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Figure 3: Workflow of classifier chain

4 Experimentation

In the proposed method, Keras deep learning libraries are used for implementation of MH architectures
such as MH-CNN-LSTM, MH-1D-CNN and MH-2D-CNN. The public dataset WISDM is used to generate
the synthesis datasets according to the normal activity sequence and the abnormal activity sequence. From
the WISDM dataset, five activities are used. The dataset is split as training and testing data sets and are shown
in the Tab. 4. First, the activity recognition based on multi class classification is evaluated using MH models.
The performance of the activity recognition model is the key input for the abnormality detection. Then, a
multi-label classification method called classifier chains is applied for the abnormality detection. In this
method, the MH models for abnormality detection are trained on the dataset which are generated using
both input data and the previous classifier output such as activity recognition label.

Table 4: Instances of dataset

Method Data samples

Activity recognition Training set 7192
Testing set 1798

Abnormality detection Training set 11512
Testing set 2878

4.1 Model Implementation

In the proposed work, Keras is used to build the MH architectures. Keras is an efficient API for deep
neural network architectures and provides an interface to access Tensor Flow platform. The proposed
work is implemented using Google collab which is a free cloud service to access free GPUs and TPUs to
run deep neural network. The MH models are implemented as supervised model. This work uses cross
entropy loss function which calculates the error between the predicted and the true labels. A gradient
based algorithm called Adam is applied for optimization and enables to find out individual learning rate
according to the parameter. In this work, the sliding window method is used to segment the sensor
readings. The window size is 200 and the step size is 20. The hyper parameters used in the proposed
work are given in Tab. 5.
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Table 5: Hyper parameter settings for the LSTM models

Hyper-parameters Chosen values

Window size 200

Step size 20

Optimizer Adam

Batch size 64

Learning rate 0.001

Number of epochs 15

Dropout rate 0.5

Activation function Relu, Softmax

Loss Categorical cross entropy,

sparse categorical cross entropy

4.2 Evaluation Metrics

Here, micro-averaging and macro-averaging methods are applied to estimate the performance of the
LSTM models for activity detection and abnormality detection using scoring metrics such as precision,
recall and f1-score. The macro averaging scores compute the arithmetic mean of score of individual class
using recall, precision and fl-score. The micro averaging scores are calculated by considering true
positives (TPs), true negatives (TNs), false positives (FPs) and false negatives (FNs) of individual classes.

Micro-average precision is estimated as addition of all true positives of all classes divided by addition of
all true positive and false positive of all classes as shown in Eq. (4). Micro-average recall is estimated as
addition of all true positives of all the classes divided by addition of all actual positive classes as shown
in Eq. (5).

|G|
> TP;
Precision, ey, = ML (@)
> TP; + FP;
i=1
|G|
S TP;
Recallpiery = m; (5)
> TP; + FN;

i=1

Pricro X R
Flml-cm — 2 micro micro (6)
P micro T+ Rmicro
Macro-average precision is calculated as the arithmetic mean of all precision scores of different classes
as seen in Eq. (7). Macro average recall is estimated as the arithmetic mean of all the recall scores of different
classes as given in Eq. (8).

G|
. . 1 TP-
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Accuracy is calculated as sum of all the correct prediction divided by the number of total predictions as

follows,

i TP, + TN,

A =
ccuracy ,:21 TP; + FP; + TN; + FN;

(10)

The micro-averaging score is used to weight each prediction equally. The macro averaging score is used
to consider all classes equally with respect to most frequent class labels and gives better results for
imbalanced classes. Accuracy is a useful metric for balanced datasets. As Fl-score is calculated by
considering the false positives and false negatives, it is taken as a useful metric for imbalanced datasets.

5 Results and Discussion

In this work, two types of implementations are carried out: 1) Recognition of ADP’s activities and 2)
Detection of ADP’s anomalous activities. For activity recognition, the model summary obtained using
MH CNN-LSTM architecture is shown in Fig. 4.

Layer (type) Output Shape Param # Connected to

input_4 (InputLayer) [(None, 200, 3, 1)] ©

input_5 (InputLayer) [(None, 2@@, 3, 1)] ©

input_6 (InputLayer) [(None, 2@0, 3, 1)] ©

time_distributed_9 (TimeDistrib (None, 200, 1, 64) 256 input_4[@][e]
time_distributed_12 (TimeDistri (None, 200, 1, 64) 256 input_s[@][e]
time_distributed_15 (TimeDistri (None, 200, 1, 64) 256 input_6[0][0]

dropout_3 (Dropout) (None, 200, 1, 64) © time_distributed_9[e][0]
dropout_4 (Dropout) (None, 200, 1, 64) © time_distributed_12[@][@]
dropout_5 (Dropout) (None, 200, 1, 64) © time_distributed_15[e][@]
time_distributed_1@ (TimeDistri (None, 200, 1, 64) © dropout_3[e][e]
time_distributed_13 (TimeDistri (None, 20@, 1, 64) © dropout_4[e][e]
time_distributed_16 (TimeDistri (None, 20@, 1, 64) © dropout_5[e][e]
time_distributed_11 (TimeDistri (None, 200, 64) 2] time_distributed_1e[8][@]
time_distributed_14 (TimeDistri (None, 200, 64) 2] time_distributed_13[@][@]
time_distributed_17 (TimeDistri (None, 200, 64) 2] time_distributed_16[0@][@]
concatenate_1 (Concatenate) (None, 200, 192) 2] time_distributed_11[@][@]

time_distributed_14[@][@]
time_distributed_17[@][@]

1stm_1 (LSTM) (None, 1600) 117200 concatenate_1[0][@]
ddense_2 (Dense) (None, 16@) 10100 1stm_1[e][e]
dense_3 (Dense) (None, 5) 505 dense_2[0][0]

Total params: 128,573
Trainable params: 128,573
Non-trainable params: @

Figure 4: Model summary of MH-CNN-LSTM for HAR
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The confusion matrices acquired for activity recognition using conventional methods are shown in
Figs. 5-7. The activities are labelled using numbers from 0 to 4 to represent brushing teeth, drinking
from Cup, sitting, eating sandwich and walking.
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The confusion matrices obtained using MH models for HAR are shown in Figs. 8—10.
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The model performance of CNN-LSTM and MH-CNN-LSTM is plotted in terms of loss and accuracy
on the training and validation datasets over training epochs as follows: and Fig. 11 for CNN-LSTM and
Fig. 12 for MH-CNN-LSTM.

Predlcted

Figure 10: MH-CNN-LSTM

CNN-LSTM Model Performance

14 | — Taining Loss
—— Validation Loss
—— Taining Accuracy
12 Validation Accuracy
>
v
© 10
=
9
<
2 08
[
=
2
7 06
S
0.4
0.2
0 2 3 6 8 10 © 1
Number of Epochs
Figure 11: CNN-LSTM model performance
Multi-Headed CNN-LSTM Model Performance
—— Taining Loss
12 1 — Validation Loss
—— Taining Accuracy
Validation Accuracy
10
>
v
c
g 0.8
<
]
S o0s
2
wn
3
= 04
0.2

T T T T T

0 2 4 6 8 10 12 14
Number of Epochs

Figure 12: MH-CNN-LSTM model performance



CSSE, 2023, vol.44, no.1 381

Tab. 6 shows the evaluation metrics obtained using conventional models on WISDM dataset for activity
recognition. From Tab. 6, considering the accuracy, 2D-CNN attains high accuracy of 91.42%. Then, CNN-
LSTM gives better accuracy of 89.34%. 1D CNN provides the accuracy of 83.23%. F1-score is an important
metric to estimate the robustness of the proposed model. It takes both ‘recall’ and ‘precision’ to measure the
robustness of the model. 2D-CNN attains 91.31% of Micro and 92.15% of Macro F1-score which are higher
than F1-score of 1D-CNN and CNN-LSTM. Overall, in conventional methods, 2D-CNN performs well than
other models.

Table 6: Evaluation metrics using conventional models for activity recognition

Metrics Conventional models
ID CNN 2D CNN CNN-LSTM

Accuracy 83.13% 91.42% 89.34%
Micro precision 83.32% 91.54% 89.43%
Micro recall 83.44% 91.45% 89.52%
Micro F1-score 83.42% 91.31% 89.21%
Macro precision 87.21% 93.24% 89.63%
Macro recall 83.33% 91.35% 89.71%
Macro F1-score 81.12% 92.15% 89.62%

Tab. 7 shows the evaluation metrics obtained using MH models on WISDM dataset for activity
recognition. From Tab. 7, considering the accuracy, the MH-CNN-LSTM attains high accuracy of
98.16%. Then, MH-1D-CNN and MH-2D-CNN achieve better accuracy of around 96%. MH-CNN-
LSTM achieves 98% of Micro and Macro Fl-score than others. In the MH models, MH-CNN-LSTM
provides better results than the MH-1D-CNN and MH-2D-CNN.

Table 7: Evaluation metrics using MH models for activity recognition

Metrics MH models
MH-1D CNN MH-2D CNN MH-CNN-LSTM

Accuracy 96.22% 96.37% 98.16%
Micro precision 96.34% 96.18% 98.37%
Micro recall 96.23% 96.24% 98.33%
Micro F1-score 96.54% 96.46% 98.36%
Macro precision 96.26% 96.37% 98.17%
Macro recall 96.37% 96.32% 98.36%

Macro F1l-score 96.36% 96.35% 98.35%
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Figs. 13 and 14 show the comparison of accuracy and F1-score between the conventional models and
MH models. When comparing the models, the MH-models perform better than the conventional models for
activity recognition.
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Figure 13: Accuracy for HAR
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Figure 14: Fl-score for HAR

The suggested method employs three-headed architectures that employ 1D-CNN, 2D-CNN, and CNN-
LSTM to enable the model to read and understand sequence data at three distinct resolutions. Before making
a forecast, the interpretations from all three heads are concatenated within the model and interpreted by a
fully-connected layer. As a result, the suggested method outperforms traditional methods in activity
recognition.

The abnormal activity detection is implemented using classifier chain method. In which, the model gets
the input along with the activity recognition label. The output of the first classifier model will be added in the
input space of the second classifier. For abnormality detection, the data instances are modified according to
the signs and symptoms given in Tab. 1. The synthesized dataset for the second classifier have the
imbalanced instances. It is generated according to the abnormality found in ADP’s daily life. For
imbalanced instances, macro averaging scores provide better results than micro averaging scores. The
model summary obtained for abnormal activity detection using WISDM dataset are shown as follows,
Fig. 15 for CNN-LSTM and Fig. 16 for MH-CNN-LSTM.
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Layer (type) Output Shape Param #
time_distributed_3 (TimeDist (None, 200, 4, 64) 128
dropout_4 (Dropout) (None, 200, 4, 64) 2]
time_distributed_4 (TimeDist (None, 20@, 2, 64) 2]
dropout_5 (Dropout) (None, 200, 2, 64) 2]
time_distributed_5 (TimeDist (None, 200, 128) 2]
dropout_6 (Dropout) (None, 200, 128) 2]
1stm_1 (LSTM) (None, 10@) 91600
dropout_7 (Dropout) (None, 100) 2]
dense_1 (Dense) (None, 2) 202

Total params: 91,93@
Trainable params: 91,936
Non-trainable params: @

Figure 15: Model summary of CNN-LSTM for AAR
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input_3 (InputLayer) [(None, 2@e, 4, 1)] ©

time_distributed (TimeDistribut (None, 200, 2, 64) 256 input_1[@][@]

time_distributed_3 (TimeDistrib (None, 200, 2, 64) 256 input_2[@][e]

time_distributed_6 (TimeDistrib (None, 200, 2, 64) 256 input_3[e][e]

dropout (Dropout) {None, 200, 2, 64) © time_distributed[@][@]

dropout_1 (Dropout) {None, 200, 2, 64) © time_distributed_3[@][e]

dropout_2 (Dropout) {None, 200, 2, 64) © time_distributed_6[@][@]

time_distributed_1 (TimeDistrib (None, 200, 2, 64) © dropout[e][e]

time_distributed_4 (TimeDistrib (None, 200, 2, 64) © dropout_1[e][e]

time_distributed_7 (TimeDistrib (None, 200, 2, 64) © dropout_2[e][e]

time_distributed_2 (TimeDistrib (None, 20@, 128) ] time_distributed_1[e@][@]

time_distributed_5 (TimeDistrib (None, 200, 128) 2] time_distributed_4[e][e]

time_distributed_8 (TimeDistrib (None, 200, 128) 2] time_distributed_7[@][e]

concatenate (Concatenate) (None, 200, 384) 2] time_distributed_2[@][e]
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time_distributed_8[@][e]

1stm (LSTM) (None, 10@) 194000 concatenate[0][0]

dense (Dense) (None, 10@) 10100 1stm[e][0]

dense_1 (Dense) (None, 2) 202 dense[@][@]

Total params: 205,070
Trainable params: 205,070
Non-trainable params: @

Figure 16: Model summary of MH-CNN-LSTM for AAR
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The confusion matrices acquired for AAR using conventional methods are shown in Figs. 17—19. The
normal and abnormal activities are represented using 0 and 1.
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The confusion matrices obtained using MH models for AAR are shown in Figs. 20-22.
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For AAR, the model performance of conventional architectures is plotted in terms of loss and accuracy
on the training and validation datasets over training epochs as follows: Fig. 23 for CNN-LSTM and Fig. 24
for MH-CNN-LSTM. Tab. 8 shows the evaluation metrics obtained using conventional models on WISDM
dataset for abnormal activity recognition. From Tab. 8, considering the accuracy, CNN-LSTM provides the
accuracy of 75.23%. Then, 1D-CNN and 2D-CNN attains the accuracy of around 74%. When considering
the F1-score, CNN-LSTM gives 73.26% and 2D CNN provides 74.42%. In which, 2D CNN performs well
than the CNN-LSTM. Overall, in conventional methods, CNN-LSTM gets high accuracy and 2D CNN
provides better F1-score value.
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Figure 23: CNN-LSTM model performance
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Figure 24: MH-CNN-LSTM model performance
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Table 8: Evaluation metrics using conventional models for abnormal activity recognition

Metrics Conventional models
1D CNN 2D CNN CNN-LSTM

Accuracy 74.32% 74.44% 75.23%
Micro precision 74.43% 74.43% 75.24%
Micro recall 74.51% 74.41% 75.25%
Micro F1-score 74.42% 74.42% 75.21%
Macro precision 72.31% 76.43% 73.24%
Macro recall 73.43% 78.42% 73.25%
Macro Fl-score 72.12% 74.42% 73.26%

Tab. 9 shows the performance metrics obtained using MH models. From Tab. 9, MH-CNN-LSTM
provides better accuracy of 75.43% and F1-score of 75.82% than other models. MH-1D-CNN and MH-
2D-CNN provides accuracy of around 74%. For AAR, in MH models, CNN-LSTM performs well than
the 1D-CNN and 2D-CNN.

Table 9: Evaluation metrics using MH models for abnormal activity recognition

Metrics MH models
MH-1D CNN MH-2D CNN MH-CNN-LSTM

Accuracy 74.41% 74.52% 75.43%
Micro precision 74.42% 74.34% 75.44%
Micro recall 74.43% 74.36% 75.35%
Micro F1-score 74.41% 74.45% 75.27%
Macro precision 73.21% 72.41% 80.43%
Macro recall 73.23% 72.53% 80.41%
Macro Fl-score 73.22% 72.32% 75.82%

Figs. 25 and 26 show the comparison of accuracy and F1-score between conventional models and MH
models for AAR. When comparing the models, the MH-models and conventional models provide the same
results for abnormal activity recognition. In both models, CNN-LSTM gives the accuracy and F1-score of
around 75%. The main benefit of the classifier chain is that it keeps the correlation between the different
classifiers’ output labels. The resulting synthesis dataset has high unbalanced instances for abnormality
detection. MH and conventional models are also used to detect abnormalities. To enable the model to
read and analyze sequence data at three different resolutions, the suggested method uses three-headed
architectures that use 1D-CNN, 2D-CNN, and CNN-LSTM. The interpretations from all three heads are
concatenated within the model before being interpreted by a fully-connected layer before providing a
forecast. As a result, in terms of abnormality detection, the proposed method surpasses previous methods.
The models’ output is a detection of normal or abnormal activity.
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Figure 26: Fl-score for AAR

The outcomes from the implementation illustrate that the MH architectures are the best suitable model to
recognize the human activities using inertial sensor readings. Moreover, the MH models enable to encode the
order of activities according to the proposed application. Hence, a sequence of activities can be generated and
an activity introduced in a different order can be detected using MH architectures. When considering the
abnormality detection, the classifier chain method is applied. The input instances for the classifier have
been generated along with the activity recognition label. The synthesized instances contain high
imbalanced classes. The MH architectures for imbalanced instances show poor performance than the
balanced data. However, the HAR on WISDM dataset performs well than the AAR. For different
datasets, the MH models may provide different results. Hence, MH models have to be tested with
different dataset to analyse the results for abnormal activity detection using classifier chain.

6 Conclusion

This paper has proposed a method to recognize abnormal activities of ADP using time series data of
wearable sensor. The different MH models have been applied to recognize the activities and they perform
much better using the dataset WISDM. Moreover, abnormal activities are detected using classifier chain
method. In which, the output of human activity detection is included as an extra input instance along with
actual sensor data. The proposed method has included most of the signs and symptoms of ADP to
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generate the synthesis data. For abnormality detection, the MH architectures provide lower performance than
the activity recognition. This paper has proposed an idea to recognize the progression of disease in advance
using abnormal activities. It could assist to a quicker diagnosis and treatment and to prevent the progression
of disease to the next stage. In future work, different datasets will be used to get better performance in
abnormality detection and also sub-activities will be included in the activity sequence to detect unusual
behavior. The abnormal activities of more than one patient in the same environment will be recognized
using deep neural networks. In future, the ambient sensor-based abnormal activity detection will be
executed by integrating most of the signs and symptoms.
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