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Abstract: Recommender systems are similar to an information filtering system that helps identify items that best satisfy the users’ demands based on their preference profiles. Context-aware recommender systems (CARSs) and multi-criteria recommender systems (MCRSs) are extensions of traditional recommender systems. CARSs have integrated additional contextual information such as time, place, and so on for providing better recommendations. However, the majority of CARSs use ratings as a unique criterion for building communities. Meanwhile, MCRSs utilize user preferences in multiple criteria to better generate recommendations. Up to now, how to exploit context in MCRSs is still an open issue. This paper proposes a novel approach, which relies on deep learning for context-aware multi-criteria recommender systems. We apply deep neural network (DNN) models to predict the context-aware multi-criteria ratings and learn the aggregation function. We conduct experiments to evaluate the effect of this approach on the real-world dataset. A significant result is that our method outperforms other state-of-the-art methods for recommendation effectiveness.
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1 Introduction

A recommender system can be defined as a form of an information filtering system that is intended to provide items that could be of interest to the user [1]. Currently, along with the development and variety of products and services, recommender systems are increasingly widely used in areas such as online shopping (e.g., Amazon), e-news (e.g., Yahoo! News Today), music (e.g., Last.fm), travel (e.g., TripAdvisor), movies (e.g., Netflix), and social networks (e.g., Facebook). The traditional recommender system (also known as a two-dimensional recommender system) only uses two information dimensions about users and items, including user preferences for items (often reflected in ratings), user profiles and item content features to make recommendations.

CARSs are an extension of traditional recommender systems that give recommendations to users and consider contextual information (e.g., weather, time, and the user’s mood) or latent contexts. In addition, user preference data are expanded into a multidimensional dataset, including users, items, and contextual...
information [2]. Contextual information plays an important role and influences a user’s item experience. The role of context has been recognized in improving the performance of a recommender system [3]. Another type of recommender system is MCRS, which utilizes user preferences in multiple criteria to better generate recommendations. For example, users on TripAdvisor.com can give ratings on multiple criteria (such as room size, cleanliness, customer service, etc) in addition to the overall rating for a hotel.

Both CARS and MCRS have been widely applied in real-world applications, such as tourism, movies, music, and so on. Up to now, deep learning for recommender systems has gained significant results. However, how to exploit context in deep learning-based recommender systems is still an open issue. To our knowledge, there is no existing research that incorporates contextual information into deep learning-based MCRS. Although some recent related works [4,5] have exploited the methods to combine them. Zheng et al. [4] integrated context-awareness and multi-criteria decision making in the recommender systems by using the educational data as a case study. Meanwhile, a context-aware multi-criteria recommendation based on spectral graph partitioning was proposed by Dridi et al. [5]. Different from previous works, we aim to use deep learning for the context-aware multi-criteria recommendation. The main contributions in this work can be summarized as follows:

1. We propose a novel approach, which relies on deep learning for context-aware multi-criteria recommender systems. To the best of our knowledge, this is the first attempt to incorporate contextual information into MCRS using deep learning.
2. We apply DNN models to predict the context-aware multi-criteria ratings and learn the aggregation function.
3. We compare the proposed method with benchmark methods from the relevant state-of-art on the real-world dataset for recommendation effectiveness.

The rest of the paper is structured as follows. Section 2 gives some brief reviews of background knowledge. Our proposed method using deep learning for context-aware multi-criteria recommender systems is presented in Section 3. Section 4 analyses and discusses the evaluation results obtained. Related work is presented in Section 5. Finally, conclusions and future work are highlighted in Section 6.

2 Preliminaries

2.1 Recommender Systems

In systems that interact with users, such as e-commerce, e-news, and entertainment, users often express their interest in products or services by leaving comments, ratings (usually 1-5 stars), or information expressed through time/frequency of use. For example, a user leaves a 1-star review for a restaurant he/she has just visited, showing that he/she is not satisfied with this restaurant, or a user who watches a video often on the entertainment channel and for a long time shows that he/she is very interested in that video. The goal of the recommender system is to make recommendations about the items that users are most likely to be interested in. Typically, a recommender system works on two main entities, the user and the item. An important data source on which the recommender system can exploit information and make appropriate recommendations is historical data that shows the interaction between users and items. Typically, these data are organized in the form of a utility matrix composed of Users $\times$ Items. In particular, each row in this matrix represents a user and his or her rating on different items, while each column represents an item and the ratings of different users on this item.

Formally, let us denote by $U$ the set of users, and $u$ is a user in $U$; $I$ is the set of items, $i$ is an item in $I$, and $Y$ is the rating matrix. We denote with $r_{ui}$ the rating of user $u$ for item $i$, and $\hat{r}_{ui}$ presents the predicted rating of user $u$ for item $i$. A recommender system attempts to estimate a rating function $r$ such that
$r : U \times I \rightarrow R$, mapping each $(u, i) \in U \times I$ to rating set $R$. In other words, with the rating function $r$, it estimates values for unknown user-item pairs, $\hat{r}_{ui}$ in the $Y$ matrix [6].

2.2 Multi-Criteria Recommendation

Let $U, I, D$ be the set of users, items, and criteria with the size of $M, N$, and $K$, respectively. $Y$ is the dataset consisting of the known ratings $r_{uid}$ which represents the known rating of user $u$ to item $i$ for the criteria $d$ which respect to $u \in U$, $i \in I$, and $d \in D$. The rating values $r_{uid}$ should be normalized, for example, Tripadvisor uses a Likert scale of 5 values $\{1, 2, 3, 4, 5\}$ for $\{\text{Terrible, Poor, Average, Very good, Excellent}\}$, respectively. The multi-criteria recommendation problem is to predict the $\hat{r}_{uid}$ that is unknown for certain users, items, and criteria. There are usually two steps: (i) multi-criteria rating predictions, which is the process of predicting the rating on each criterion, and (ii) rating aggregations which refer to the process of aggregating the predicted multi-criteria ratings to estimate the overall rating. The recommended items will be produced based on these estimated overall ratings [4].

2.3 Context-Awareness

A simple definition of context that is widely used by many studies is presented in [7], according to which “context is any information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is considered relevant to the interaction between a user and an application, including the user and applications themselves”. For example, considering a tourism recommender system, the entities are travelers and places. In particular, contextual factors can affect the user’s experience, such as his mood, companion, or weather condition. A context-aware travel recommender system must use this contextual information to recommend the most suitable tourism destinations for the user according to his situation.

According to Dourish [8], context can be classified into two views: the representational view and the interactional view. In the first view, context describes the circumstances in which a user chooses or experiences an item. It is represented through a known set of properties that do not change over time. For example, when a user listens to a track, the contextual factors that influence the user’s experience can be their mood and the space in which they listen to the music. The mood context factor can take values such as happiness, sadness, and stress. The space can take values such as quiet, noisy. A list of contextual factors and their value has been selected before in the process of building the system. At the same time, the interactional view assumes a cyclical relationship between context and activity, where the activity gives rise to context and the context influences activity [6]. Unlike the representational context, the user’s interactional context is hidden through a series of user interactions with the system. It expresses the intention and the long- and short-term preferences of the user. For example, a web server log records the user’s actions when they view a product, like it, add it to a favorites list, put it in a shopping cart, or pull it out of a shopping cart. These are important contextual information that helps the recommender system make appropriate recommendations.

2.4 Paradigms for Using Contextual Information

Traditional recommender systems are based on the 2-dimensional (2D) data set $Users \times Items$, also known as the utility matrix. A recommender function is built on this data set to predict user preferences for unrated items, thereby ranking the results and producing a list of the most relevant items for users. The traditional recommendation process consists of three components: input, recommendation function, and output, which can be presented as follows: [Data (input)] $\rightarrow$ [Recommendation function] $\rightarrow$ [Predicted ratings/Ranking $\rightarrow$ Recommendation items (output)].

Adomavicius et al. [3] have classified CARS into three paradigms depending on which component of the recommendation process the contextual information is included: contextual pre-filtering, contextual post-filtering, and contextual modeling.
Contextual pre-filtering: this approach impacts the input component in the recommendation process. Specifically, contextual information is used to select or construct a dataset that is appropriate for the given context. Then, traditional 2D recommender systems will be applied to this new dataset.

Contextual post-filtering: traditional 2D recommender systems are used directly on the input dataset without taking into account context, and then, the results are changed based on contextual information in the output component.

Contextual modeling: the contextual information is integrated directly into the recommendation function.

2.5 Context-Aware Multi-Criteria Recommendation Problem Statement

Context-aware multi-criteria recommender systems (CA-MCRSs) are an extension of MCRSs, giving recommendations to users and accounting for contextual information (e.g., weather, time, user’s mood) or latent contexts [6,9]. On the other hand, user preference data are expanded into a multidimensional dataset, including users, items, and contextual information.

Formally, denoting with $C$ a set of contextual information, $c \in C$ is a context that represents the situation when the user experiences the item. The CA-MCRS problem with the rating function is defined as:

$$ r : U \times I \times C \times D \rightarrow R $$

where $\hat{r}_{uicd}$ is the predicted value of the rating function $r$ for user $u$ on item $i$ with the criteria $d$ in context $c$ or for mapping each set $(u, i, c, d) \in U \times I \times C \times D$ into the set of rating values $R$.

3 The Proposed Method

Our goal is to recommend a subset of the unknown items to a given user. In the steps to perform this goal while using deep learning for CA-MCRS, there are three main tasks: (1) context-aware multi-criteria rating predictions, (2) rating aggregations, and (3) recommendation. The general architecture of our proposed method is shown in Fig. 1. To integrate contextual information, we apply item-splitting [10], and then use DNNs to predict the $K$ context-aware multi-criteria ratings in the first step, and learn the aggregation function $f$ in the second step, as illustrated in Fig. 2.

Figure 1: Overview of the context-aware multi-criteria recommender system
3.1 Context-Aware Multi-Criteria Rating Predictions

In this step, we use DNNs to predict the criteria ratings for a user on an item in a specific context as Fig. 2a. To do this work, we train \( K \) DNN models corresponding to \( K \) criteria ratings. The process to predict the rating for each criterion is as follows:

First, we apply item-splitting into the dataset to remove the contextual dimension. Item-splitting is the first splitting-based algorithm in the contextual pre-filtering approach, which was proposed by Baltrunas et al. [10]. The main idea is that a rating on an item can be influenced by contextual factors, and thus, we can split the set of ratings for each item into two groups according to the target context (e.g., one group includes ratings in the context Spring, and the other includes ratings in remain seasons). This splitting is performed only on the item if it forms two groups with a statistically significant difference. After this stage, each item ID in the original dataset can be converted to two new item IDs if this item is split by a contextual condition. In other words, we obtain a new two-dimensional matrix \( \text{Users} \times \text{Items} \), with the number of items that can be increased depending on the number of items split. So for each tuple user ID, item ID, and context ID (denoted by \( (u, i, c) \)), through the contextual pre-filtering process, they are converted to user ID and new item ID (denoted by \( (u, i') \), with \( i' \) being the newly generated item ID). This tuple is fed to the DNN in the next step.

Second, our DNN model start with the input layer, we convert each user ID and new item ID into a dense continuous valued and low dimensional vector called an embedding vector. The embedding vectors are

![Architecture of DNN models: (a) Context-aware multi-criteria rating predictions and (b) Rating aggregations](image)

**Figure 2:** Architecture of DNN models: (a) Context-aware multi-criteria rating predictions and (b) Rating aggregations
initialized with random values, and then they are adjusted to minimize the loss function during the model training. The criteria ratings DNN model is shown in Fig. 2a. The input vector $x$ is given by:

$$x = \text{Concatenate}(v_u, v_f)$$  \hspace{1cm} (2)

where $v_u$ and $v_f$ are user and item embedding vectors.

Third, the DNN model continues with a series of hidden layers. We use the Rectified Linear Units (ReLU) as the activation function:

$$\text{ReLU}(z) = \max(0, z)$$  \hspace{1cm} (3)

where $z$ is the input of a hidden layer. The output of a hidden layer $l$ is formulated as:

$$a^{(l)} = \text{ReLU} \left( W^{(l)} a^{(l-1)} + b^{(l)} \right)$$  \hspace{1cm} (4)

where $W^{(l)}$ and $b^{(l)}$ are the weight matrix and bias vector for the layer $l$ and $a^{(1)} = x$.

Finally, there is 1 neuron in the output layer corresponding to a criteria rating. We predict the user criteria rating $\hat{r}_d$ (denoted by $\hat{r}_d$ for short, $1 \leq d \leq K$) as follows:

$$\hat{r}_d = \text{ReLU} \left( W^{(L)} a^{(L-1)} + b^{(L)} \right)$$  \hspace{1cm} (5)

where $L$ is the number of layers.

### 3.2 Rating Aggregations

In a conventional way, the overall rating is predicted based on a two-dimensional matrix Users $\times$ Items. The algorithms in this way learn a rating function that captures the interaction between users and items. In MCRSs, the overall rating can be estimated by an aggregation function of multi-criteria ratings. In this step, we followed the same as in [11]. Specifically, we learn the relationship between the overall rating $r_0$ and the criteria ratings $r_1, r_2, \ldots, r_K$.

$$r_0 = f(r_1, r_2, \ldots, r_K)$$  \hspace{1cm} (6)

The input vector is the criteria ratings $r_1, r_2, \ldots, r_K$, which fed to the input layer of the DNN as shown in Fig. 2b. We normalize the input vector as follows:

$$z_d = \frac{r_d - m}{s}$$  \hspace{1cm} (7)

where $z_d$ is the normalized criteria rating $r_d$, $1 \leq d \leq K$, $m$ is the mean of the training samples and $s$ is the standard deviation of the training samples. The input vector becomes:

$$x = [z_1, z_2, \ldots, z_K]^T$$  \hspace{1cm} (8)

Then, in the hidden layers, ReLUs are used as the activation functions. The output of a hidden layer is given again by Eq. (4). In the output layer, we predict the overall rating $r_0$ as in Eq. (5).

### 3.3 Recommendation

The CA-MCRS makes recommendations for a user in a specified context based on the user’s overall rating on the items predicted from trained DNN models. The recommendation process including three steps is shown in Fig. 1:
1. Predict criteria ratings: We predict the criteria ratings \( \hat{r}_1, \hat{r}_2, \ldots, \hat{r}_K \) using the criteria ratings DNNs as described in Section 3.1. The user, item, and context are fed to the models as inputs.

2. Predict overall ratings: We predict the overall rating \( \hat{r}_0 \) using the overall rating DNN as described in Section 3.2. The predicted criteria ratings \( \hat{r}_1, \hat{r}_2, \ldots, \hat{r}_K \) are normalized before feeding them as inputs to the model.

3. Provide recommendation: Finally, we recommend items with a high overall rating predicted in the previous step.

4 Experiments

4.1 Dataset

We used the public dataset, namely, TripAdvisor\(^1\) [11]. This is a multi-criteria rating dataset, which contains users’ ratings for hotels. It includes seven criteria ratings (Value, Rooms, Location, Cleanliness, Check-in/front desk, Service, and Business service) and an overall rating, the rating range between 1 and 5, details as in Tab. 1. Based on the timestamp, we create additional contextual dimensions such as year, month, and quarter. In experiments, we used quarters of the year as contextual information in the dataset. Note that it is difficult to collect datasets with both contextual and multi-criteria information.

<table>
<thead>
<tr>
<th>\textbf{Table 1: Datasets properties}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field description</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>Value</td>
</tr>
</tbody>
</table>

4.2 Metric Evaluation

The MAE and RMSE are common metrics for the evaluation rating prediction task [12], which are based on the error magnitude, which means the difference between the predicted rating and the actual rating. Let \( T \) be an evaluation dataset that consists of pairs \((u, i, c)\) with hidden rating values. The MAE and RMSE measures are given in Eqs. (9) and (10), respectively.

\[
\text{MAE} = \frac{1}{|T|} \sum_{(u,i,c) \in T} \left| \hat{r}_{uic} - r_{uic} \right| \tag{9}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{|T|} \sum_{(u,i,c) \in T} \left( \hat{r}_{uic} - r_{uic} \right)^2} \tag{10}
\]

4.3 Experimental Setup

To evaluate the effectiveness of our method, we compare to benchmark methods from the relevant state-of-art. More specifically, we design two categories as baselines to evaluate the effectiveness of (i) criteria rating prediction and (ii) overall rating prediction, as follows:


\(^1\) https://www.tripadvisor.com

To implement these models, we used Keras\(^2\) with TensorFlow\(^3\) as the backend. We randomly initialized the DNN parameters using a normal distribution with a mean of 0 and a standard deviation of 0.05. We used Adam optimizer, with learning rates are set ranging from 0.01 to 0.0001, the epoch is set to maximum 20. We applied 5-fold cross-validation to produce the evaluation results.

In the criteria ratings DNN settings, we followed the same as in [11] to select the \([128 \rightarrow 64 \rightarrow 32 \rightarrow 16 \rightarrow 8]\) hidden layers, whereas, in the output layer, there is 1 neuron for 1 criteria rating. The item-splitting algorithm is used for contextual pre-filtering. There are 7 DNN models trained corresponding to 7 criteria ratings. In the overall rating DNN settings, we select the \([64 \rightarrow 32 \rightarrow 16 \rightarrow 8]\) hidden layers, whereas, in the output layer, there is 1 neuron for the overall rating.

We compare the overall rating prediction performance on two aspects: (i) between using contextual information and not considering contextual information; (ii) between using traditional dimensions in the utility matrix (i.e., users, items, and contexts) and inferring from the criteria ratings. Specifically, there are four overall rating prediction models used in our experiment as follows:

1. Overall rating prediction based on two-dimensional matrix Users × Items: In this case, the contextual information is ignored while user ID and item ID pairs are fed to the DNN model as inputs [13].
2. Overall rating prediction based on multidimensional matrix Users × Items × Contexts as in [14]: The item-splitting algorithm is used to transform the multidimensional matrix to the two-dimensional matrix, and then use DNNs to predict the overall ratings based on the pairs of user IDs and new item IDs.
3. Overall rating prediction based on criteria ratings predicted in the previous step by using only DNN (ignore contextual information) as in [11]: Seven criteria ratings are normalized and then fed to the DNN model as inputs.
4. Overall rating prediction based on criteria ratings predicted in the previous step by using contextual pre-filtering + DNN (CA-MCRS): Seven criteria ratings are normalized and then fed to the DNN model as inputs.

4.4 Results and Discussion

In the contextual pre-filtering stage, for each criteria rating (i.e., \(r_1 \ldots r_7\)), we split the items into two virtual items based on contextual conditions. Tab. 2 shows some cases where items are split according to the corresponding contextual condition. The higher the Statistic value indicates the presence of a contextual condition that makes a significant difference in the user’s ratings. The threshold \(p-value\) is chosen to be less than 0.05, the lower the \(p-value\), the greater the statistical significance of the observed difference. As a result of the contextual pre-filtering stage, the number of items in the dataset increases from the original depending on how many items are split.

In Figs. 3 and 4, we portray the performances of criteria rating prediction in terms of the MAE and RMSE for two methods: (i) the combination of contextual pre-filtering and DNN model, and (ii) using only the DNN model. We can see that the combination of contextual pre-filtering and DNN gives better results than using only the DNN model on all criteria ratings. The average MAE and RMSE across 7 criteria ratings of the DNN model are 0.8397 and 1.0877, meanwhile, that of the DNN model with integrated contextual pre-filtering are 0.8179 and 1.0636 respectively.

\(^2\)https://github.com/keras-team/keras
\(^3\)https://github.com/tensorflow/tensorflow
Table 2: Examples of some cases where items are split by contextual conditions

<table>
<thead>
<tr>
<th>Item ID</th>
<th>Contextual condition</th>
<th>Contextual factor</th>
<th>Statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>81782</td>
<td>Q2</td>
<td>Quarter</td>
<td>4.0842</td>
<td>0.0001</td>
</tr>
<tr>
<td>189389</td>
<td>Q3</td>
<td>Quarter</td>
<td>3.8209</td>
<td>0.0002</td>
</tr>
<tr>
<td>197792</td>
<td>Q2</td>
<td>Quarter</td>
<td>3.7822</td>
<td>0.0004</td>
</tr>
<tr>
<td>218479</td>
<td>Q1</td>
<td>Quarter</td>
<td>3.4578</td>
<td>0.0006</td>
</tr>
<tr>
<td>100561</td>
<td>Q4</td>
<td>Quarter</td>
<td>3.3947</td>
<td>0.0010</td>
</tr>
<tr>
<td>257798</td>
<td>Q2</td>
<td>Quarter</td>
<td>3.3727</td>
<td>0.0023</td>
</tr>
<tr>
<td>302020</td>
<td>Q1</td>
<td>Quarter</td>
<td>3.3580</td>
<td>0.0010</td>
</tr>
<tr>
<td>85003</td>
<td>Q3</td>
<td>Quarter</td>
<td>3.3493</td>
<td>0.0014</td>
</tr>
</tbody>
</table>

Fig. 5 presents the experimental results of overall rating prediction in terms of the MAE and RMSE for all four methods, including NCF [13], CA-NCF, [14], DMCCF [11], and CA-MCRS (our method). The results demonstrate that our method provides better results than all remaining methods. The results also show that,

- The overall rating prediction based on the criteria ratings gave better results than the traditional way based on the two-dimensional matrix $\text{Users} \times \text{Items}$. Specifically, the DMCCF method gives a smaller
error, MAE = 0.7995, RMSE = 1.0988, compared to the NCF method with MAE = 0.8215, RMSE = 1.1327

- By integrating contextual information, the models generate more accurate predictions. Specifically, the CA-NCF method (with MAE = 0.8102 and RMSE = 1.1078) gives better results than the NCF method (with MAE = 0.8215 and RMSE = 1.1327), and our method, CA-MCRS (with MAE = 0.7792 and RMSE = 1.0521), gives better predictions than DMCCF (with MAE = 0.7995 and RMSE = 1.0988)

Figure 5: Results of overall rating prediction on MAE and RMSE metrics

All the aforementioned experimental results show that integrating context makes predictive models more efficient for both criteria ratings and overall ratings. Empirical evidence also shows that predicting the overall rating based on aggregating criteria ratings gives better results than using the traditional dimensions on the utility matrix. Our method combines contextual information and criteria ratings to predict overall rating, thereby making more relevant recommendations.

5 Related Works

The integration of contextual information into recommender systems to improve their performance has recently received considerable attention in the research literature [15–21]. Studies in the relevant literature can be classified into three paradigms depending on which component of the recommendation process the contextual information is included in: contextual pre-filtering, contextual post-filtering, and contextual modeling. The contextual pre-filtering paradigm impacts the input component in the recommendation process. Specifically, contextual information is used to select or construct a dataset that is appropriate for the given context. Then, traditional 2D recommender systems will be applied to this new dataset. Some techniques are used in this paradigm such as reduction-based [22,23] and splitting-based [10,24]. With the contextual post-filtering paradigm, traditional 2D recommender systems are used directly on the input dataset without taking into account context. The contextual information is then used to adjust the outputs in two ways: filtering out or adjusting the result [3]. Some contextual post-filtering methods are Weight PoF and Filter PoF [25,26]. An alternative paradigm that is integrated directly into the recommendation function. This paradigm can be divided into two classes: neighborhood-based and model-based. Tensor Factorization [27], CAMF [28], and CSLIM [29] are model-based methods with integrated contextual information. Differential context modeling [30,31] is an example of the neighborhood-based method.

Multi-criteria decision support systems help to make decisions based on different criteria. In fact, decisions are often built on analysis and synthesis on multiple criteria [32–35]. In recommender systems,
item attributes can be used as criteria (e.g., actors, story, and visual effects of a movie) when users give ratings. Making recommendations to users can exploit rating information about these aspects. MCRS utilizes user preferences in multiple criteria to better generate recommendations. Several attempts have been made to handle MCRS. One of the popular techniques is memory-based which uses the item-based or user-based collaborative filtering methods to predict the sub-criteria scores, the overall rating is then obtained by an aggregation function. Another one is the model-based technique which constructs a predictive model to predict unknown ratings, such as Probabilistic Modeling [36], Support Vector Regression [37], and Multilinear Singular Value Decomposition [38]. Recently, Nassar et al. [11] employed deep learning and multi-criteria in the recommendation system.

Some works [4,5] have exploited the methods to combine CARS and MCRS. Zheng et al. [4] integrated contextual information into four baseline approaches for multi-criteria recommendations in educational learning. The independent and dependent methods were used for the multi-criteria rating predictions, and the linear and conditional aggregations for the rating aggregations. Dridi et al. [5] presented the spectral graph partitioning method, which consists in jointly clustering users involved in contextual situations while rating items with respect to multiple facets.

6 Conclusions and Future Work

Applying deep learning techniques to recommender systems is a modern approach for providing better recommendations. However, how to exploit context in deep learning-based recommender systems is still an open issue. In this paper, we proposed a novel approach, which relies on deep learning for CA-MCRSs. We showed how to integrate contextual information into MCRSs using deep learning. Specifically, we applied DNN models to predict the context-aware multi-criteria ratings and learn the aggregation function. Experiments have been conducted to evaluate the effect of this approach on the real-world dataset. A significant result is that our method outperforms other state-of-the-art methods for recommendation effectiveness.

It is worth to emphasize that this is the first attempt for incorporating contextual information into MCRSs using deep learning. As a future perspective, we will extend our work by incorporating contextual information into various deep learning techniques. Furthermore, we can use a single DNN model with multiple outputs trained in multi-label classification styles. Additionally, it would be interesting to investigate other activation functions on output nodes along with normalization methods for desired predicted value.
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