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Abstract: The present progress of visual-based detection of the diseased area of a
malady plays an essential part in the medical field. In that case, the image proces-
sing is performed to improve the image data, wherein it inhibits unintended dis-
tortion of image features or it enhances further processing in various applications
and fields. This helps to show better results especially for diagnosing diseases. Of
late the early prediction of cancer is necessary to prevent disease-causing pro-
blems. This work is proposed to identify lung cancer using lung computed tomo-
graphy (CT) scan images. It helps to identify cancer cells’ affected areas. In the
present work, the original input image from Lung Image Database Consortium
(LIDC) typically suffers from noise problems. To overcome this, the Gabor filter
used for image processing is highly enhanced. In the next stage, the Spherical
Iterative Refinement Clustering (SIRC) algorithm identifies cancer-suspected
areas on the CT scan image. This approach can help radiologists and medical
experts recognize cancer diseases and syndromes so that serious progress can
be avoided in the early stages. These new methods help to remove unwanted por-
tions of the CT image and better utilization the image. The subspace extraction of
features approach is beneficial for evaluating lung cancer. This paper introduces a
novel approach called Contiguous Cross Propagation Neural Network that tends
to locate regions afflicted by lung cancer using CT scan pictures (CCPNN). By
using the feature values from the fourth step of the procedure, the proposed
CCPNN tends to categorize the lesion in the lung nodular site. The efficiency
of the suggested CCPNN approach is evaluated using classification metrics such
as recall (%), precision (%), F-measure (percent), and accuracy (%). Finally, the
incorrect classification ratios are determined to compare the trained networks’
effectiveness, through these parameters of CCPNN, it obtains the outstanding per-
formance of 98.06% and it has provided the lowest false ratio of 1.8%.
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1 Introduction

Image processing is used in the core area of a respective field. It is used to identify the areas of cancer
that affect the lung’s image. Through image processing techniques such as noise removal, feature extraction,
affected areas are mainly initiated for identification to identify lung cancer. The affected area can be
compared with historical data on Lung Cancer (LC). Many images are processed by digital image
processing technology in the aggregation of different shapes into a single unit.

Fig. 1 represents the functional block diagram for LC detection using image processing. Previously,
various methods were used based on manual learning methods to help radiologists develop a diagnosis
pattern. This work utilizes a CCPNN method established through Computer-Aided Diagnosis (CAD)
systems to evaluate and categorize nodules through CT image investigation to deliver radiologists’
support and introduce different synthesis investigation methods. Based on the characteristics listed in
Tab. 1, the nodules can be recognized. The radiologists do not consider the nodules based on calcification
and internal structure. Other characters such as lobulation, malignancy, and speculation are associated
with the nodule's size and shape. Margin and sphericity are packed together only by their shape; whereas
subtlety deals with contrast management between the nodule and its neighboring structure.

CT Lung  

Image

Image Preprocessing

Segmentation

Feature Extraction

Classification

Cancerous Non- Cancerous

Figure 1: Functional block diagram for lung cancer detection

Table 1: Characteristics of lung nodule

Sl. No Characteristics Description

1 Calcification The height is related to the amount of calcium deposition

2 Internal structure Nodule's internal composition

3 Lobulation lobular shape indicates benignity

4 Malignancy Large nodules indicate malignancy

5 Margin Size and shape of the nodule

6 Sphericity Nodules shape similar to roundness

7 Speculation Nodules look like spike-like structures

8 Subtlety It refers to the contrast between the lung and its surrounding areas

9 Texture Internal density nodules may be solid, partially solid and non-solid
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Based on the image processing techniques initially, the LIDC dataset is utilized for the Lung Cancer
(LC) detection; and the processing of pre-processing, feature extraction, and classification is performed
using the image of a biological excitation method. The Gabor filter is applied to reduce noise in the
original input image. The Spherical Iterative Refinement Clustering (SIRC) algorithm segmentation
process detects lung cancer in a CT image. The performance of feature selection reveals some
information on the effects. Excitation is applied to a biological feature matching search method to find
the desired and suspected image. Finally, the Contiguous Cross Propagation Neural Network (CCPNN)
classification will be validated using the precision (%), recall (%), F-measure (%), and accuracy (%) ratio.

2 Literature Survey

This chapter discusses a study conducted by a community of researchers with lung cancer. This section's
detailed evaluation uses image processing technology on various researchers’ medical data, lung cancer
analysis, image segmentation and classification algorithm, and its research work.

The acquisition of CT scan images in the lungs of pulmonary nodules does not fully specify cancer. The
shape and size of the nodules, as well as the variation in their shape and size, have an underlying and
complicated link to malignancy. As a result, comprehensive examination is required. in combining each
suspicious nodule and each nodule's information [1]. An appropriate combination of an adaptive
thresholding algorithm for the input image has been segmented in this method. A known image SVM
classification algorithm has been used to classify lung tumors, and content-based image retrieval
technology has been used as well. The comparative contract is established as lung, strength, texture and
shape of the image and other features [2]. The image processing technology is mainly used to predict
lung cancer, early detection and treatment of lung cancer. Thus various characteristics of patients are
considered to be a predictive image, based on a neural network to extract predicted lung cancer [3].
Although the problem with nodule detection is the high interclass variation which is extremely
unbalanced, our approach detects lung nodules and effectively predicts cancer. Also, almost perfect recall
is used to design candidate solutions [4–6].

Automatic digital chest X-ray (CXR) images effectively and efficiently locate the lung area that is very
important in computer-aided diagnosis. The adaptive pre-processing method proposed in this work uses the
segmented image CXR lung region based on the Convolutional Neural Network (CNN-based) architecture
[7]. This article proposes deep learning (DNN) based on LC detection. This alternative rapid screening
method can detect LC in the chest by analyzing the patient's X-ray, who will look for a visual indicator.
Radiographic imaging of patients [8–10] method comprises three main parts, i.e., clustering algorithm,
extracting and using particle swarm optimization, 2D select and detecting an initial application to the
feature region by dividing the multilevel thresholding best interests projecting extraction and lung
parenchyma nodule candidate and further reduces false positives through an iterative analysis 3D
capabilities [11–15].

Bronchoscope Guided Bronchoalveolar Lavage (BAL) is based on analysis of bronchial epithelial cells
from a patient and extracted substances, minimally invasive diagnostic techniques X-ray computed
tomographic image of the present low-dose screening suspected pulmonary masses [16]. In this system, a
multi-resolution residual network-based DNN method is proposed for the involuntary segmentation of
lung tumors [17–20]. The segmentation process will cause the lung tissue to be separated from the rest of
the image. Only the examined lung tissue is considered a candidate area for lung detection of malignant
nodules. The abnormal region may be used for feature vectors which are classified using a fuzzy neural
classifier and the calculated area [21–25].

A CAD-based lung cancer detection has been proposed by Diego Riquelme and Moulay A. Akhloufi
(2020). The detection of the lung nodules through a machine learning strategy has been established.
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The classification of the lesions through the CAD system help emphasize the cancerous nodules [26]. In
addition, the false positive data has been deducted using the technique. But with more datasets, the
efficiency of the classification can be enhanced.

An autoencoder-based classification of the cancerous lung nodules has been established by
Bhavanishankar and Sudhamani (2019). A deep learning-based classification of the lesion for precise
classification has been utilized in which the segmented lesion has been given as the output of the
autoencoder to enable the classification [27]. The cancerous and noncancerous nodules are classified
which helps classify the absolute malady. The backlog of the proposed module deals with the complexity
in the output that may occur due to improper input from the segmentation of the lesion.

3 Materials and Methods

The computer-Aided Diagnosis (CAD) is the current computer analysis application of medical images
and is widely used to detect and diagnose medical imaging abnormalities. The CAD system contains several
steps to identify lung cancer. The steps are: (1) lung segmentation or preprocessing (2) nodule detection (3)
nodule segmentation (4) feature extraction (5) classification [1]. As shown in Fig. 2, the CAD system detects
LC using a set of algorithms. Before processing the image, a pre-processing step occurs. Pre-processing
removes noise from a CT image and improves image quality with Gabor filters to separate the lung
region from the CT image.

The next step process is the lung nodule detection based on the Spherical Iterative Refinement Clustering
(SIRC) algorithm in the pre-processing image. Once the nodule is detected and segmented, the next process
is to determine whether the nodule is benign or malignant. The sub-space feature extraction is utilized for
extracting the selection of features from the segmented image. Finally, the Contiguous Cross Propagation
Neural Network (CCPNN) will find the Cancerous and Non-Cancerous stages based on the parameters
like Recall (%), Precision (%), F-measure (%) and Accuracy (%).

3.1 Gabor Filter Based Pre-Processing

It represents an excellent local Configuration and multistate decomposition of the image based on the
Gabor function process. These logs are simultaneously (and optimally) positioned in the spatial and

Lung cancer detection From CT image

Preprocessing
Gabor

Segmentation
SIRC

Sub-Space
Feature Extraction

CCPNN
Classifier

Figure 2: Proposed lung cancer detection
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frequency domain. Gabor filter is a linear filter whose impulse response, by multiplying a harmonic function,
is a Gaussian function defined. The main purpose is to focus on the two textures corresponding to different
situations. Thus, the filter design algorithm proposed seeks to provide a Gabor filter to generate tons (M, N)
step change. It is determined based on most of the Gabor filter parameters (P, Q, and S). Fig. 3 depicts (a) the
original image, and (b) the enhanced image using Gabor filters.

Gabor Filtering Algorithm:

Step 1: Choose values for P, Q, S

Step 2: Then transform the input image into a 2D matrix, say I (M, N)

Step 3: Compute the impulse response of the filter by the following formula h, (this is also a 2D matrix);
values are as follows:

h m; nð Þ ¼ 1

2
2pS exp fðÞ x^2þ y^

2

2
S2

� �� �
exp fðÞ j2p pmð Þ þ Qn½ �� �

(1)

Step 4: Estimate the convolution (M, N) of I and M (M, N), for example, t (M, N), which is the matrix
corresponding to the output image.

t m; nð Þ ¼ Oh i m; nð Þð Þ ¼ I m; nð Þ � H m; nð Þj j (2)

where Oh denotes the filter

Step 5: Print out the image. If this is a good thing, effectively distinguish between the two textures, stop.
Otherwise, go to step 1, select the other P, Q, S & repeat the above steps

3.2 Spherical Iterative Refinement Clustering (SIRC) Algorithms

Clustering algorithms are widely used for data segmentation in the cluster, defined by the user. The
proposed SIRC clustering is the most popular and widespread used algorithm, because of its simplicity
and less calculation time. The segmented lung of the selected cluster number 3 contains three groups of
regions: soft tissue, background and tumor Bronchioles The least probability cluster is extracted from the
partition Cluster image. The other two regions have a larger probability because they cover a larger space
except for the tumor. Then the segmentation vector is converted into 3D image data. The segmented
image is shown in Fig. 4.

Figure 3: (a) Original image (b) pre-processing image
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Spherical Iterative Refinement Clustering (SIRC) Algorithms:

The Spherical Iterative Refinement Clustering (SIRC) algorithm can be adapted to use the cosine
similarity measure to produce a spherical iterative refinement clustering algorithm, so named because the
vector operations on the algorithm lie on the unit sphere. As it uses cosine similarity, the sphere utilizes
the spherical and efficiency of document vectors.

Step 1: Start with a partitioning plf gKl¼1 and the concept vectors C1;C2; . . .Ck related to partitions. Set
the index of iteration t = 0.

Step 2: For each document vector� e X, the contiguous cosine similarity of this concept vector Cl� xð Þ is
felt to x (unless otherwise, we break the deadlock arbitrarily) is expressed by;

l� �ð Þ ¼ arg
max
j

�TC tð Þ
j (3)

Step 3: Next compute the new partitioning p
tþ1ð Þ
l

n oK

l¼1
= next KM p

tð Þ
l

n ok tð Þ

l¼1

� 	
Inducing old concept

vectors. c tð Þ
l

n oK

l¼1
;

p
tþ1ð Þ
l ¼ � e X : l� �ð Þ ¼ lf g; 1 � l � k: (4)

Step 4: The calculation corresponds to the new concept vector calculated in (4) partition;

c tþ1ð Þ
l ¼

S p
tþ1ð Þ
l


 �

S p
tþ1ð Þ
l


 ���� ������ ��� (5)

Step 5: If Q nextKM c tð Þ
l

n oK

l¼1

� 	� 	
� Q nextKM p

tð Þ
l

n oK

l¼1

� 	� 	
If greater than 1, the increment t is

1, and go to step 2 above. Otherwise, please stop.

Figure 4: Clustering segmented image
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As pointed out in (5), it can be seen that the above algorithm is a gradient ascent scheme; that is, the
objective function value is increased from one iteration to the next. However, like any gradient ascent
embodiment, the Spherical Iterative Refinement Clustering (SIRC) algorithm is prone to local maxima.

3.3 Subspace Feature Extraction Method

The function of the Subspace Feature Extraction (SFE) Method system is used to detect angles of
interest (points of interest) values in the segmentation images. The algorithm is matrixes with better
corner points. The dots are used for corner detection tests at image patches. The SFE is structured for the
segmented data and is used to interface this weighing data, a close approach.

Algorithm Steps:

Step 1: Initialize the input image, and T is an iterative threshold with a value of 'L' in this system.

Step 2: Find the pixel value of the data variance.

Step 3: The input image defines the optimal threshold value of the image, and the feature of the image is
extracted.

Step 4: The image boundary value is measured by y n;mð Þ is given by the equation is

y n;mð Þ ¼ f0 if f n;mð Þ � T (6)

where T is constant of the image shape.

Step 5: The metrics calculation based on the image pixel value is analyzed.

Step 6: Extract the image feature in the proposed system.

Step 7: End.

3.4 Contiguous Cross Propagation Neural Network (CCPNN) Classifier

A medical diagnostic input feature may be used with a set or subset of pattern recognition and
classification of human disease, difficult to complete. The information processing system using the
proposed example CCPNN is fed in a forward propagation neural network. The CCPNN is having a
CCPNN algorithm, where the weights are adjusted such that the desired output and the error between the
actual output 200 training inputs are used to reduce the training set. Continue the training cycle, so to
achieve a mean square error. Texture feature extraction, where neurons are placed in the feature extraction
classifier in the input layer, corresponds to the texture setting feed. The basic structure is shown below in
Fig. 5 with the CCPNN algorithm. Only one neuron in the output layer is disposed of, whose output is
0 or 1 It represents a class benign and malignant, benign, and malignant performing so-called two-class
classification.

X1

XN

H(e)

H(e)

H(e)

Input Image

Hidden Layer

Output
Signal

F(e)

F(e)

F(e)

Activation

Y1

Y2

Figure 5: Contiguous cross propagation neural network (CCPNN)
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3.4.1 Contiguous Cross Propagation Neural Network (CCPNN) Algorithm Steps
After the image feature extraction process is classified, the feature is extracted using the Contiguous

Cross Propagation Neural Network (CCPNN) algorithm.

Step 1: Design input parameters and neural network structure, which is represented in Fig. 1.

Step 2: Initialize the weight value W random value.

Step 3: Input target matrix T and training data Matrix X.

Step 4: Calculate the output vector of each unit in the neural network. Compute the value of the output
vector H in the hidden layer.

netk ¼
X

WikXi � hK (7)

netj ¼
X

WkjHK � hj (8)

HK ¼ F netj

 �

(9)

where, netk is the activation function and uK is the threshold value. Compute the value of output Y as the
output layer. Where, netj is the activation function and uj is the threshold value.

Step 5: Evaluate the error value a.; evaluate the error value of the output layer and evaluate the hidden
layer’s error value.

Tj � �F netj

 �

(10)X
djWkj�F netkð Þ (11)

where, �F netj

 �

is the derivative of the activation function.

Step 6: Calculate the corrected values of Wand ϴ, and ɑ as the learning rate parameter also compute the
medication value of W and ϴ in the output layer.

DWKj ¼ adjHk (12)

D�j ¼ �adj (13)

Step 7: compute the medication value of W and ϴ in the hidden layer.

DWik ¼ adkXi (14)

D�k ¼ �adk (15)

Step 8: Restore the values of W and ϴ in the output layer.

WKj ¼ WKj þ DWKj (16)

�j ¼ �j þ D�j (17)

i) Restore the values of W and ϴ in the hidden layer

WiK ¼ WiK þ DWiK (18)

�K ¼ �K þ�DK (19)

Step 9: Repeat from 3 to 8 for each input layer.
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Step 10: stop the process.

3.4.2 Performance Metrics
Precision: It is a class of effective positive samples packet number ratio to the total number of tests.

Precision ¼ TPR= TPRþ FPRð Þ (20)

Recall: This is a valid grouping of some positive specimens, classified as positive in proportion to the
test data amount.

Recall ¼ TPS= TPS þ FNSð Þ (21)

F-measure: It is accurate, and recalls the harmonic mean which is given by the following formula.

Fmeasure ¼ 2 � precision � recallð Þ= precisionþ recallð Þ (22)

Accuracy: This is the total number of accurately characterized tests divided by the total number of tests
delegated to pass below the conditions given.

Accuarcy ¼ TPS þ TNSð Þ= TPS þ TNS þ FPS þ FNSð Þ (24)

where TPR = True positive state, TNR = True negative state, FPR = Fasle positive state, and FNR = Fasle
negative state

4 Result and Discussion

The proposed Contiguous Cross Propagation Neural Network (CCPNN) algorithm is analyzed in the
MATLAB 2017b possibly the most common data manipulation and operating software in two-
dimensional data and progress. This is according to the specific operations of image processing. This
belongs to the method for displaying and analyzing each of the simulation results. Information inspector
view confirmation signals are uploaded from multiple analogy data and data groups or analysis of
ongoing simulations.

Fig. 6 shows a part of the Lung image LIDC dataset in the MATLAB GUI model. This figure represents
three stages of finding the Lung images obtained from the LIDC dataset and the unwanted removal noise in
the obtained image using the proposed Gabor filter. The second stage of the process identifies the mass region
in the pre-processing image and based on region-based analysis, the suspicious regions will be identified.
Finally, based on the feature’s values, the proposed CCPNN algorithm classification will classify
cancerous and non-Cancerous states. The normal lung image processing is displayed in Tab. 2.

Fig. 7 shows a part of CT lung nodule image detection for the normal CT image. In the initial stage,
using the Gabor filter, unwanted noise in the original image is removed. The next step finds the Lung
nodules by separating the segmentation using the LICA detection technique. In the third process, Multi
sub-space feature extraction features values are calculated by the proposed Contiguous Cross Propagation
Neural Network (CCPNN) algorithm classification that will identify the LN level based on TPR and TNR
values.
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Tab. 3 shows the comparative analysis of CT image-based normal lung cancer analysis of five different
types of images, which considers the results of the classification as normal Lung image mean, standard
deviation, and variance, and some of the functions of the entropy verification as well.

Fig. 8 shows the feature extraction results for normal lung image classification, considering the image
average, standard deviation, variance, and entropy. The extracted values are defined in Tab. 3.

Fig. 9 shows a part of the Lung image to detect clustering-based malignant LC detection. This figure
represents three stages of the process to find the Lung images which are obtained from the LIDC dataset
and the unwanted noise removal in the obtained image using the proposed adaptive median filter. The
second stage of the process identifies the mass region in the pre-processing image and based on region-
based analysis, the suspicious regions will exactly be identified.

By categorizing the values based on the feature values, Contiguous Cross Propagation Neural Network
(CCPNN) classification will ultimately tend to pinpoint cancer location accurately. As shown in Tab. 4, there
are different LIDC datasets for lung cancer detection based on image analysis.

Tab. 5 indicates a comparison of the model’s feature parameters such as mean, standard deviation,
contrast, dimension, and energy. Lung cancer characteristics are accurately retrieved using our suggested
CCPNN approach, as demonstrated in Fig. 10 and Tab. 5.

Figure 6: Lung cancer detection using image processing
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Table 2: Comparison analysis for normal lung image

LIDC 6 Beginning

LIDC 9 Beginning

LIDC 10 Beginning

LIDC 13 Beginning

Sample Original image
Pre-processing
image

Segmentation image Mass region Stage

LIDC 1

Normal
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Tab. 6 shows the various classification features by calculating Lung cancer using Contiguous Cross
Propagation Neural Network (CCPNN) algorithm. The proposed CCPNN has high accuracy contrasted
with the conventional techniques.

Fig. 11 shows the comparison chart for classification features. This analysis clearly explains that the
proposed CCPNN classification produces better results compared to the existing techniques.

Fig. 12 shows the comparison result on the false classification rate produced by the proposed CCPNN
strategy and the conventional techniques. The values are represented in Tab. 7.

Table 3: Feature extraction result for normal images

Sample no. Mean (dB) Standard deviation (dB) Variance (dB) Skewness (dB) Entropy (joule)

Normal 1 149.67 15.94 10.44 14.66 7.78

Normal 6 148.41 15.10 10.04 12.07 6.01

Normal 9 146.77 14.98 09.76 11.43 5.78

Normal 10 144.12 14.17 09.02 10.77 4.56

Normal 13 143.54 14.034 08.05 09.78 3.46

Figure 7: Clustering normal lung image processing
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Figure 9: Lung cancer detection using image processing

Figure 8: Feature extraction result for normal images
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Table 4: Comparison analysis for abnormal lung image

LIDC 5 Malignant

LIDC 10 Malignant

LIDC 11 Malignant

Sample Original image Pre-processing
image

Segmentation image Mass region Stage

LIDC 2 Malignant

LIDC 7 Malignant

Table 5: Feature extraction result for suspicious mass images

Sample no. Mean (dB) Standard deviation (dB) Variance (dB) Skewness (dB) Entropy (joule)

Malign 2 220.10 25.78 13.170 28.657 15.545

Malign 7 210.03 24.36 12.78 30.123 18.457

Malign 5 199.05 23.89 11.45 32.458 10.904

Malign 10 200.07 24.65 12.79 29.257 8.956

Malign 11 200.04 23.49 10.49 24.653 9.56
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Figure 10: Feature extraction chart for suspicious mass images

Table 6: Classification feature

Convolutional neural network (CNN) 90.0 94.7 92.2 95.0

Prognostic assimilate learning classifier (PALC) 91.2 94.6 91.6 97.8

Contiguous cross propagation neural network (CCPNN) 95.0 94.6 94.7 98.6

Metaheuristic MPA 88 72 89 62

ResNet-18 89.3 93.4 68.5 6.6

GoogLeNet 68.2 71.5 48.2 31.8

AlexNet 88.6 92.7 72.7 11.4

VGG-19 82.7 91.6 73.6 17.3

0

20

40

60

80

100

120

CNN  PALC CCPNN MPA ResNet-18 VGG-19 GoogLeNet AlexNet

Performance Metrics

Accuracy F-measure Recall Precision

Figure 11: Comparison chart for classification features
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5 Conclusion

Lung cancer is considered to be the most common and most dangerous disease and depending on the
stage, the cancer cells are found in the lung’s image. Noise problems often plague the original input
image from Lung Image Database Consortium (LIDC) in the present study. A highly enhanced Gabor
filter is used for image processing to overcome this issue. After detecting cancer suspected areas in CT
scan images, the Spherical Iterative Refinement Clustering (SIRC) algorithm was used. By using the
proposed Contiguous Cross Propagation Neural Network (CCPNN) algorithm, the process of disease
detection can be mitigated and the probability of a serious stage reduced. The role of reducing mortality
rates is also essential and very important. The image is obtained is preprocessed to obtain a noise-reduced
image in advance. The second stage of research involves the use of spherical iterative refinement clusters
(SIRC) to detect lungs nodules. Once the segmented image is extracted, the features are used as input to
the classifier. An image’s cancerous or non-cancerous class can be determined by the proposed
Contiguous Cross Propagation Neural Network (CCPNN) algorithm based on its feature values. The
CCPNN has registered an outstanding performance of 98.06% and it has provided the lowest false ratio
of 1.8%. The proposed work can be enhanced by adding the future work by introducing an optimization
of the neural network to enable more precision in the detection of the malady.

Acknowledgement: The Author with a deep sense of gratitude would thank the supervisor for his guidance
and constant support rendered during this research.

Funding Statement: The authors received no specific funding for this study.

Figure 12: False classification ratio

Table 7: False classification

Data set CNN PALC CCPNN

LIDC 2 2.11 2.08 2.5

LIDC 7 2.32 2 1.8

LIDC 5 2.65 2.12 2.08

LIDC 10 2.81 2.1 1.8
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