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Abstract: With the rapid development of Internet technology, the type of informa-
tion in the Internet is extremely complex, and a large number of riot contents con-
taining bloody, violent and riotous components have appeared. These contents
pose a great threat to the network ecology and national security. As a result,
the importance of monitoring riotous Internet activity cannot be overstated. Con-
volutional Neural Network (CNN-based) target detection algorithm has great
potential in identifying rioters, so this paper focused on the use of improved back-
bone and optimization function of You Only Look Once v5 (YOLOVS), and
further optimization of hyperparameters using genetic algorithm to achieve
fine-grained recognition of riot image content. First, the fine-grained features of
riot-related images were identified, and then the dataset was constructed by man-
ual annotation. Second, the training and testing work was carried out on the con-
structed dedicated dataset by supervised deep learning training. The research
results have shown that the improved YOLOVS network significantly improved
the fine-grained feature extraction capability of riot-related images compared with
the original YOLOVS network structure, and the mean average precision (mAP)
value was improved to 0.6128. Thus, it provided strong support for combating
riot-related organizations and maintaining the online ecological environment.

Keywords: Convolutional neural network; YOLOVS; riot-related; fine grained;
target detection

1 Introduction

In recent years, with the rapid development of technology, the Internet has been rapidly popularized all
over the world, and riot activities have penetrated into the Internet from the original underground. Many riot
organizations began to organize riot activities through social media. Therefore, in order to combat the
activities of riot organizations, the public security organs should not despise the monitoring needs of riot
activities on the Internet. They should not only passively discover the activity track of riot organizations,
but also actively discover them. Therefore, in a wide range of media categories [1], we need to pay
attention to whether the image data transmitted in the network is related to riot. CNN algorithm is a
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convolutional neural network, which is one of the most widely used algorithms. It convolutes the input data
according to the matrix requirements, then finds out the characteristics [2] of the data according to different
convolution operations [3], and finally outputs the results according to the full connection layer. Its algorithm
is very suitable for image data training and processing. In the field of target detection, there are two-stage
detection represented by Region-CNN (RCNN) and single-stage detection represented by YOLO series.
Double stage detection has high precision, but the speed is relatively slow. Considering the actual needs,
this paper adopted YOLO series algorithm as the solution, which has the characteristics of high precision,
fast detection and small volume.

In the anti-riot practice, various scenes are complex, so there is more noise [4] in the data set, which has a
great impact on the training and recognition of the traditional machine learning model. Therefore, improving
the recognition of high noise images is a practical and challenging topic. Based on the YOLOVS5 algorithm,
aiming at the optimization of its loss function [5] and adaptation algorithm, as well as the optimization
processing of the data set, and further parameter optimization through genetic algorithm, this paper
designed a riot-related image recognition system based on improved YOLOvVS. According to the results,
the effect was better than that of the previous generation YOLO and RCNN.

Therefore, we use YOLOVS, the most advanced algorithm in the field of target detection, as the
underlying algorithm. After improvement, we completed the classification and detection of riot-related
images, and the effect could be applied to practical combat. At present, YOLO series [6] has developed
from vl to v5, but in the field of riot-related image detection, this paper used YOLOvVS to detect the
characteristics of riot-related images. With the optimization [7] of model parameters, it is found that the
effect is better than the previous generation YOLOvV3 and YOLOv4.

The following five sections describe the organization of the full paper. Section 1 introduces the current
state of research in the field of riot-related image recognition and the network architecture of YOLOVS.
Section 2 describes our improvement strategy for the original YOLOVS. Section 3 describes the general
implementation architecture of our fine-grained recognition of riot-related images. Experiments and
simulations are presented in Section 4. Finally, Section 5 is the conclusion and outlook.

2 Related Works

With the rapid development of Internet technology, the activities of some riot-related organizations have
been gradually transformed from the traditional real scene to the content of the Internet, and through the
connectivity of the Internet, they spread violence-related content and are used to spread harmful and
healthy ideas, which have brought very bad influence to the society.

Traditional image detection algorithms [8] have gradually fallen out of fashion, while neural networks
and deep learning methods are very effective and fast. Throughout the years of the development of the
application of deep learning to target detection, deep learning algorithms [9] based on image target
detection algorithms can be composed of the following two categories: neural networks and deep learning
gradually replaced the traditional image detection algorithms and become the mainstream of target
detection methods. Throughout the years of deep learning target detection development, a series of target
detection algorithms [10] based on deep learning algorithms can be broadly divided into two major types
of algorithms: two-stage algorithm, which first generates candidate regions and then performs CNN
classification, represented by the RCNN series. The one-stage algorithm, which directly applies the
algorithm to the input image and outputs the category and corresponding localization, is represented by
the YOLO series of algorithms.

The R-CNN algorithm is the representative of two-stage, for example, the first one is a region proposal,
and then the CNN algorithm is used for classification and recognition. Since the region proposal plays a key
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role in the evaluation of the algorithm, the method is named after the initial R of Region plus CNN [11].
Although the two-stage image target detection algorithm is evolving and the detection accuracy is getting
higher and higher, there is always a bottle neck of speed in the two-stage process. In some scenarios
when real-time target detection is required, the R-CNN family of algorithms is ultimately lacking. The
main idea of the YOLO algorithm series is to obtain the class and specific location of the target object
directly from the input image, instead of generating candidate regions as in the R-CNN series. The direct
effect of this is that it is fast. The YOLO algorithm is used in this paper to investigate the above factors.

So far, YOLO algorithm has five generations. The first generation [12] was proposed by the founder
Joseph Redmon in 2015. Until the third generation, Joseph Redmon, the founder of YOLO series
algorithms, announced to stop supporting project development. Due to the open source nature of the
project, Alexey Bochkovskiy and others developed the fourth generation according to Darknet [13],
which has better performance. However, the disadvantage is that the code is miscellaneous and the
volume of generated results is too large. Therefore, the fifth generation, developed by the American
company ultralytics LLC [14], is the best iterative version of the YOLO series algorithm at present.
Based on the latest generation of YOLOVS, this paper is divided into input layer [15], backbone layer
(benchmark network), neck layer and output layer. Its network structure is shown in Fig. 1.
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Figure 1: YOLOVS network architecture

In the input layer, YOLOVS uses mosaic method to enhance the input data, which is different from the
previous generation of cutmix data enhancement. Mosaic data enhancement is the splicing of four pictures by
random scaling, random clipping and random arrangement, which can effectively improve the recognition of
small targets.

In the backbone layer of YOLOVS5, the focus structure [16] is preferentially adopted in YOLOVS, that is,
the input image is sliced first, then convoluted through the 32-layer convolution network, and finally the
feature map is obtained. Then cross stage partial (CSP) structure [17] is adopted in the backbone network.
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In the neck layer of YOLOVS, not only the structure of feature pyramid networks (FPN)+ pixel
aggregation network (PAN) [18-26] is adopted, but also the structure of CSP2 is added to enhance the
network feature fusion capability.

In the output layer, YOLOVS uses generalized intersection over union (GIOU loss) [27] as the loss
function to solve the error between the predicted target frame and the real target frame. The loss function
is used to measure the inconsistency between the predicted value of the model and the real value. It is a
non-negative real-valued function. The smaller the loss function, the better the robustness of the model.
And non-maximum suppression (NMS) [28] is used to solve the overlap problem of predicted frames of
multiple targets in the same image data.

3 Algorithm
3.1 Selection of Optimization Algorithms

In the YOLOVS algorithm, the default optimization algorithm is stochastic gradient descent (SGD) [29],
that is, stochastic gradient descent algorithm, but it may encounter the problem that the direction of each
update has uncertainty, which leads to large fluctuations in the loss function, especially for our specific
dataset, where some categories are unevenly classified and setting a uniform learning rate leads to
inaccurate recognition of some categories.

Adaptive momentum (Adam) optimization algorithm is an extension of stochastic gradient descent
method, which is widely used in computer vision and natural language processing for deep learning
applications. Adam combines the optimal performance of adaptive gradient (AdaGrad) and root mean
squared propagation (RMSProp) algorithms [30], and it also provides an optimization method to solve
sparse gradient and noise problems. The Adam algorithm integrates the first-order momentum of SGD
and the second-order momentum of RMSProp. The two most common hyperparameters in optimization
algorithms, (3, and [3,, are included. The former controls the first-order momentum, and the latter controls
the second-order momentum. The details are in the following formula:

my =By xm_1 + (1 —p) % g (1
Vi=p x Vi +(1—-p,) x g,z (2)

It has been proved that ADAM is better than SGD in practice due to the adaptive learning rate, with some
parameters optimized, when the data set and model are identical. In addition, ADAM has the advantages of
fast convergence and easy parameter tuning.

3.2 A Genetic Algorithm to Further Optimize Hyperparameters

A genetic algorithm, that is stochastic global search and optimization methods developed to mimic
biological evolutionary mechanisms in nature, are used for iterative optimization of parameters in models.
Since it simulates the recombination of chromosomes during division, it is particularly suitable for
optimizing parameters in machine learning algorithms. In this system, the application of genetic algorithm
was added to optimize the parameters.

By applying the genetic algorithm at a later stage, the YOLOvVS network was trained and evolved with
about 25 hyperparameters for various training settings, and the optimal hyperparameters were selected by 50-
fold comparison based on the initial parameters set before, with 100 iterations. And the training accuracy
finally reached 0.6128. The specific schematic diagram is shown in Fig. 2.
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Figure 2: Overall diagram

3.3 Backbone Selection

YOLOVS adds CSP as a backbone compared to several generations ago, and chooses PyTorch as the
framework in the code structure, the size is very small compared to previous generations, and the code
structure is clear and easy to learn. It also has the best performance among all previous generations. It is
also still open for updates.

However, when the backbone network was modified to SwinTransformer, the feature maps at multiple
resolutions could be output. Compared with the original Transformer, the SwinTransformer does Self-
Attention for N tokens, and its time complexity is O(N?). However, the SwinTransformer divided the N
tokens into N/n groups, treats n as a constant, and then processes the n tokens. For attention calculation,
the time complexity is reduced to O(Nxn?). Since n is a constant, the time complexity can be
approximately equal to O(N).

In addition, based on the native Transformer algorithm, Patch Partion and Linear Embedding layers are
used. The two operations together are called the Patch Merging layer, similar to the Pooling layer in CNN.
The function of Patch Merging is to realize downsampling of the image, which is realized by the nn.Unfold
function. The function of this function is to use the sliding window mechanism for the image, which is
equivalent to the sampling method in the convolution operation. Therefore, the parameters of this step
include the size of the window and the step size of the sliding window. Therefore, the downsampling
formula of each channel in the image can be expressed as the formula (3):

2% = MLP(Unfold(Image)) 3)

The role of Patch Merging is similar to the maximum pooling layer of CNN, but the maximum pooling
used by CNN to achieve down sampling will discard some information, so using Patch Merging can increase
the accuracy of the model.
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Another advantage of using Swin Transformer is that the core point of the algorithm uses the Swin
Transformer Block, which consists of Window Multi-Head Self-Attention (W-MSA) [31-33] and Shifted-
Window Multi-Head Self-Attention (SW-MSA) [34-36], as shown in Fig. 3.

Figure 3: Swin transformer backbone

Therefore, in the core algorithm, the feature z/~! is first normalized through Layer Normalization (LN)
[37], and then the feature is learned through W-MSA, and then 2’ is obtained through the residual operation.
After another LN layer, a Multilayer Perceptron (MLP) layer and a residual layer [38], the output feature z/ of
this layer is obtained. The structure of the SW-MSA layer is similar to that of the W-MSA layer. Except for
the shifted bool value, there is no difference in other parameters. This part can be expressed as the following
formula:

=W - MSA(LN(Z")) 4 2! “4)
2l = MLP(LN (&) + ¢/ (5)
N — SW — MSA(LN (7)) + 2/ (6)
= MLP(LN (3"*1Y)) + 2! (7)

Experimentally, we found that the effect was improved by 2%, and we judged that the application of this
system in the field of riot is in line with the real-world needs, so we gave it an application.

4 Experimental Results
4.1 Data Preprocessing

The data were collected from the Internet, including more than 1800 positive samples and 1800 negative
samples. The data set consists of internal data set and crawler to crawl the existed images on the Internet,
crawl the images by searching the key words “riot organizations” and so on. After crawling the images,
manual screening was required. In the process of screening the dataset, we mainly selected images with
clearer riot-related elements, and when selecting photos, we should pay attention to exclude similar
images of a certain army and so on. In addition, we also selected some pictures of the remains of the
scene after the riot attack, and the pictures selected as the dataset were as wide and typical as possible.
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The data that meet the conditions are filtered out. In order to simulate the real combat situation, a ratio of
10:1 was used for the test.

By downloading the images related to riot on the Internet, the dataset of images related to riot with
significant features, such as blood, flames, dangerous weapons, etc., was constructed according to the
requirements of anti-riot. Then, we manually labeled the riot-related elements in the images and output
them in Visual Object Classes (VOC) format [39] to facilitate format conversion, and converted the
labeled datasets to YOLO format uniformly, and used the datasets for model training.

Before learning and training, we need to pre-process the collected data. Firstly, data cleaning was done to
eliminate the poor and inconspicuous features of the data set, which includes labeling errors, too few or too
many labeled boxes [40]. Next, we performed data enhancement, using contrast and brightness, and even
adding motion blur, changing the perspective, to enhance the existing data, so that the input data can be
better applied to the detection system for riot-related images.

4.2 Experimental Results

This section describes the experimental procedure and presents the simulation results. When comparing
the original YOLOvS with SwinTransformer-YOLOvVS5 (improved YOLOVS), our improved algorithm
achieved good results for riot-related image data.

4.2.1 Simulation Training

This project used a custom image dataset and contains many smaller datasets such as guns and masks, so
the Adam optimization function is a more suitable choice. At this stage, we could train our own detection
system using the built convolutional neural network and the training set of images. The results of the
training execution were tested when the default resolution is set to 640, and the best results were
achieved when the resolution is set to 320.

After previous experiments, the epochs were around 700 when the threshold value occurred due to
overfitting, and the model was observed in real time using Tensorboard visualization. After each training,
the model would be saved in the run folder, and the parameters would be continuously adjusted and
configured through experiments to get the best model.

4.2.2 Experimental Results

After getting the trained model, we used the test dataset to test the trained model by executing the model
test code in cmd.exe under YOLOVS path to get the test result of the trained model as shown in Fig. 4. After
inputting image data, our model annotated riot-related fine-grained features such as suspected dangerous
weapons, flame explosions, and thick smoke.

In the YOLOVS5 path, executed the real-time detection command of Tensorboard to observe the trained
model in the folder run in real time. As a built-in visualization tool, it ploted the log file output of the program
and displayed it directly in the browser for visualization purpose.

This paper used the mAP value as an indicator to evaluate the effect of the model. mAP in the detection
of multiple categories of objects, each category can draw a curve according to recall and precision, AP is the
area under the curve, and mAP is the average of multiple categories of APs. Before mAP was calculated, two
concepts need to be used: precision and recall. Among them, the positive example means that there is an
object of the corresponding category in the position. A negative example means that there is no object of
the corresponding category at the location. Therefore, TP (True Positives) refers to the number of positive
samples that are predicted to be positive samples. FP (False Positives): The number of negative samples
predicted as positive samples. FN (False Negative): The number of positive samples predicted as negative
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samples. TN (True Negative) refers to the number of negative samples that are predicted to be negative
samples. Therefore, the formulas for precision, recall values can be derived from the following formulas:

Precision = TP/ (TP + FP) )
Recall = TP/(TP + FN) )
Accuracy = (TP + TN)/(TP + FP + TN + FN) (10)

Figure 4: Detection results

AP calculation can be defined as the area of the interpolated precision-recall curve and the X-axis
envelope. This method is called: AUC (Area under curve). Among them, | r, ... r, are the recall values
corresponding to each segment in the Precision interpolation segment in ascending order. piusen, (rit1)
refers to the area enclosed by the y-axis (precision) in each interval on the x-axis (recall). The AUC area
is then obtained by integration. The AUC curve of the SwinTransformer-YOLOvS5 model is shown in
Fig. 5. The final mAP value is obtained by calculating the AP value for the K categories separately, and
finally summing and averaging. Therefore, the formula for calculating the mAP value is:

n—1
AP = Z(ri+l - ri)pinterp(rﬂrl) (1 1)
i=1
K
K AP,
mAp — 2=t A% (12)

K

As shown in Fig. 6, this paper compared YOLOV5 before the improvement with YOLOVS after the
improvement, and found that the mAP value before the improvement was 0.5327 and after the
improvement was 0.6128, an improvement of about 15%.

Tab. 1 shows the comparison of experimental results of different versions of YOLOvVS, where
Algorithm 1 before improvement is the YOLOvVS directly reproduced using pytorch, and
SwinTransformer-YOLOVS5 is the improved algorithm for detection of riot-related features. Although the
precision value was slightly decreased, the final mAP value was improved under the same data set, which
verifies the enhanced feature detection capability of the algorithm.
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Table 1: Comparison of experimental results before and after improvement

name Optimization Genetic algorithm Backbone mAP

algorithm optimization value
YOLOV5-s SGD False CSPNet 0.5327
YOLOV5-m SGD False CSPNet 0.5766
YOLOVS5-1 ADAM False CSPNet 0.5852
YOLOVS5-x ADAM True CSPNet 0.5929
SwinTransformer- ADAM True SwinTransformer 0.6128
YOLOVS5

In this paper, after several training sessions, the model was found to converge at 650 epochs, so the
epoch value chosen was 650. mAP of the network model was significantly improved by replacing the
backbone network structure of CSPNet with SwinTransformer and the improved optimization function
Adam compared to the traditional Yolov5 algorithm. The effect of modifying the backbone network was
more obvious, while the effect of improving the optimization function was slightly weaker, which is
related to the role played by the two modules in the model, while the hyperparameter optimization by
genetic algorithm made the improvement of mAP value further. From the results, it could be seen that the
improvement of the backbone network of the model plays a crucial role in the effectiveness of the fine-
grained identification of the present riot-related features, and the mAP value reached 0.6128 for a specific
data set, which is sufficient to meet the practical requirements.

5 Summary and Outlook

With the increasing popularity of the Internet, many riot organizations have started to use social media
channels to organize riot activities and spread riot ideas, and some riot organizations “Islamic State” have not
only used different accounts on many platforms to organize propaganda related to riot, but also released the
app “The Dawn of Glad Tidin” as a way to demagogue people and spread riot ideas. Due to its complex social
background and historical factors, the threat of international riot the world continues to grow and counter-riot
efforts need to be continued. Through the application of YOLOVS5 algorithm in the field of fine-grained
feature extraction of riot-related images, with the expansion of the data set, and parameters with further
iterations of the genetic algorithm, the accuracy of recognition can be further improved for the detection
of riot-related information such as images disseminated on the Internet. However, there are still some
shortcomings in this system. For example, although the overall mAP values have reached a certain level,
the accuracy is not very high in the recognition of certain types of riot-related elements. In the
construction of the data set, the data crawled from the Internet using crawlers, the resolution and
brightness angle vary, and it is difficult to ensure the quality, and the number of samples is not balanced.
All of these have played a big obstacle to the implementation of the model.

In this paper, through the improved YOLOVS5 network model, the fine-grained extraction of images with
riot-related content crawled from the Internet through crawlers, with an overall mAP of 0.6128, can
effectively perform fine-grained extraction of image data in the Internet or in network streams to
determine whether there are suspicions of promoting riot, and in addition, if it can be practiced in the
field of public security, it can be used in In addition, if it can be practiced in the field of public security, it
can be applied in a practical environment, which will be very useful for combating riot crimes,
maintaining national stability and safeguarding the network environment from pollution. In this paper, we
focused on the fine-grained extraction of riot-related image features based on YOLOVS, with a focus on
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researching and summarizing the current algorithms with excellent results and speed in the field of target
detection, and improving them to design an Internet content-oriented model. With the development of
network and technology, better algorithms and models are bound to appear, which can continuously
enrich the technical research in the field of security involving riot content.

There are many directions for improvement. Firstly, in the collection of data set, it is difficult to collect
on the open Internet, the sample size is not enough, and the quality and resolution of the samples are not very
high. Secondly, there are many loss functions in the model, and we can further optimize our model by
modifying different loss functions. In the backbone network, we can add an attention mechanism to
compensate for the lack of data set in a self-attentive way.
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