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Abstract: An image can be degraded due to many environmental factors like
foggy or hazy weather, low light conditions, extra light conditions etc. Image cap-
tured under the poor light conditions is generally known as non-uniform illumi-
nation image. Non-uniform illumination hides some important information
present in an image during the image capture Also, it degrades the visual quality
of image which generates the need for enhancement of such images. Various tech-
niques have been present in literature for the enhancement of such type of images.
In this paper, a novel architecture has been proposed for enhancement of poor illu-
mination images which uses radial basis approximations based BEMD (Bi-dimen-
sional Empirical Mode Decomposition). The enhancement algorithm is applied on
intensity and saturation components of image. Firstly, intensity component has
been decomposed into various bi-dimensional intrinsic mode function and residue
by using sifting algorithm. Secondly, some linear transformations techniques have
been applied on various bidimensional intrinsic modes obtained and residue and
further on joining the transformed modes with residue, enhanced intensity com-
ponent is obtained. Saturation part of an image is then enhanced in accordance
to the enhanced intensity component. Final enhanced image can be obtained by
joining the hue, enhanced intensity and enhanced saturation parts of the given
image. The proposed algorithm will not only give the visual pleasant image but
maintains the naturalness of image also.

Keywords: Non-uniform illumination; BEMD; intrinsic modes; radial basis
approximation; linear transformation

1 Introduction

Now days, image processing has become a renowned area as it has a wide range of applications in almost
all the areas. Image processing is used for feature extraction, medical imaging, face recognition, character
recognition, finger print recognition, crime detection, painting restoration, microscope imaging etc. [1].
Image enhancement is an important area of image processing as it can help in other areas also to solve
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different purposes [2]. There can be many reasons for image degradation which makes it necessary to
enhance the image. When an image is captured under improper illumination, it is known as non-uniform
illumination image. It can hide some important information present and affect the visual quality of image
[3]. These degradations make an image less suited for any application. Thus, image enhancements for
non-uniform illumination image become necessary to get all details hidden under dark portions and to
make the image more eyes soothing [4].

There exist many intensity transformation algorithms in literature which can be used for enhancement of
non-uniform illumination images like log transformation, power law transformation, gamma correction
transformation, dynamic range compression, histogram equalization etc. [5]. Log transformation converts
the low intensity values to high intensity. Dynamic range compression is technique where ratio of the
brightest and darkest intensity is compressed by using log transformation [6]. In gamma transformation,
different enhancement level can be obtained for different values of gamma [7]. Histogram equalization is
a technique used to get the contrast enhanced image by adjustment of the intensity level present in
given image [8].

Alpha rooting is another method for image enhancement. It does enhancement in spatial domain as well
as frequency domain. It is used to make the high frequency details present in an image more noticeable by
using power law or log transformation method for mapping the narrow gray level range to wider range. This
method provides good contrast and detailed image [9].

Jobson et al. proposed Retinex algorithm for image enhancement. According to Retinex theory, an
image is a combination of illumination and reflectance [10,11]. On the basis of Retinex theory, SSR
(Single Scale Retinex) [12] and MSR (Multi Scale Retinex) [13] algorithms were given for enhancement
of non-uniform illumination image. Both these algorithm gives reflectance as the enhanced image but
causes halo artifact which makes bright portion of image brighter [14]. To eliminate this artifact, MSRCR
(Multi Scale Retinex with Color Restoration) algorithm was proposed which restores the color of
enhanced image and thus makes an image more eye soothing [15].

DCT (Discrete Cosine Transformation) based algorithm for image enhancement was proposed by S.
Mitra for the enhancement of non-uniform illumination images [16]. This algorithm preserves the local
contrast of image and enhances background illumination by scaling the DC coefficients of image. This
algorithm works in compressed domain which minimizes the computation complexity [17].

Another method for enhancement of low light images is fusion based methods. This method deals with
the process of capturing many images of the same scene by using either different sensors or by the same
sensors at different times. Enhancement based on multi-spectrum-based fusion involves the fusion of
original low light image with Infrared image (IR) or with Near IR image [18,19].

Choi et al. proposed another algorithm for enhancement of non-uniform illumination images known as
JND (Just Noticeable Difference) nonlinear filter-based enhancement [20]. In this, the illumination is
extracted by using the JND based non-linear filter [21] and saturation part is enhanced in accordance to
enhanced intensity component [22].

Since all the existing algorithms in literature do not preserve the natural colour of image. Also, there is a
compromise between the naturalness and the information present in an image. This gives the need for an
algorithm which not only enhance the information content present in image but also gives the more eye
soothing enhanced image along with naturalness preservation. To meet these requirements, a new
algorithm has been proposed in this paper for the enhancement of non-uniform illumination images in
which Bi-dimensional empirical mode decomposition-based enhancement is performed on intensity
component along with saturation component.
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2 EMD (Empirical Mode Decomposition)

Non-stationary and non-linearity basically means that data is available non-linearly or it is linear for short
time periods [23]. Analysis of such kind of data is not simple as that of analysis of linear and stationary data. To
find a solution for this kind of data is very important for solving the many real-life phenomena. Spectrogram,
discovered by G. Kratzenstein, is the basic technique used for given non-linear data. It basically analyzes the
data using Fourier transform for limited time scale. On sliding the window on given data, analysis can be done
but this technique was not efficient one because it is not guaranteed that the data available for particular window
size will be stationary only or what will be the window size that can be taken for particular time span. So, an
efficient method was needed for analysis of such kind of data [24].

Empirical mode decomposition-based data analysis was discovered by N. Huang in 1998. Such kind of
data can be analyzed using the Hilbert transform by which instantaneous frequency can be determined
corresponding to the different modes present at different intrinsic time spans [25]. On applying the Hilbert
transform to the modes obtained on decomposing the original data, instantaneous frequency can be
calculated but there are some restrictions on this frequency. The instantaneous frequency can be determined
only when the given data will be symmetric locally across the zero-mean level [26]. This restriction
imposed on instantaneous frequency give rise to a class of function based on its local properties known as
IMF (Intrinsic Mode Function). So, in EMD, the decomposition of given non-linear data set is performed to
get various intrinsic mode functions representing the different modes of oscillation. The obtained intrinsic
mode functions must follow the property of completeness and orthogonally [27].

2.1 IMF

IMF’s represent different modes present in an image. There are certain conditions to be satisfied for any
function become an IMF. The total count of local maxima, local minima and zero crossing present in any IMF
must be either equal or differ by almost one unit. Local maxima and minima refer to the highest and lowest
notches present in different waves present in an IMF. The local mean value of the envelopes made by local
maxima and local minima at any point must be zero. Here local mean of the data should be used but for non-
linear data it is very difficult to represent any local time scale. So, the mentioned envelope local mean is
formed by taking local minima and maxima into account [28].

2.2 Sifting Algorithm for Mode Decomposition

Whenever at a particular time, various oscillatory modes are present in the data; the analysis of such kind of
data can be done by decomposing it into various modes corresponding to intrinsic time span. Sifting algorithm
is used for this decomposition of the original data [29]. During the decomposition, intrinsic oscillatory modes
are identified according to their time scales in the data and then decomposition process occurred.

In the sifting process, given data is taken as input z(t). The local maxima and local minima are calculated
from the given data by using the windowing method all across the length of data set. Next, the surface
reconstruction is carried out to obtain the upper and lower envelope by using any interpolation technique
[30]. In the proposed algorithm, radial basis approximation-based interpolation technique is used to
construct the envelopes from local minima and maxima points. The choice of interpolation technique
matters a lot as it decides the quality of intrinsic mode functions obtained. The process of sifting
algorithm for mode decomposition is represented by algorithm 1. There are two ways to stop the sifting
process. First, it may depend on our choice that how many IMFs we are interested in or the process can
be stopped on a well-defined criterion which is given by standard deviation represented as follows:

SD ¼
XT
t¼0

f present tð Þ � f previous tð Þ
�� ��2

f previous tð Þ
�� ��2 (1)
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The standard deviation value should be between 0.2 and 0.3, whenever the standard deviation will be
less than the given threshold value, the sifting process is stopped and IMF will be obtained. On
continuing this process, when the situation occurs where residue will act like a monotonic function then
this sifting process will terminate and IMFs and residue corresponding to given input data will be
obtained [31]. The original data can be obtained as shown as follows:

z tð Þ ¼
XT
t¼0

f i þ rn (2)

According to decomposition theory, all the IMFs should be orthogonal to each other. The overall index
of orthogonally can be obtained by using the expression given below.

OI ¼
XT
t¼0

Xnþ1
j¼1

Xnþ1
k¼1

fj tð Þfk tð Þ
z2 tð Þ

 !
(3)

`Here (n + 1)th notation is used to represent the residue obtained. Lower the value of orthogonally, better
will be the IMF decomposition [32,33].

3 Radial Basis Approximation Based Interpolation

Scattered data or random data can be interpolated by using the radial basis approximations. After
calculating the local extreme, upper and lower envelope can be constructed by using radial basis function
[34]. This function is a real valued function which basically depends on the distance of a point from
another point which acts as the center. Suppose the given data set is denoted by D 2 xi; yið Þ. The target
result is affected by the distance which is the calculated by the norm between the two data points which
acts as the basis function for radial basis function and can be represented as f x� xIð Þk k. The point in
the given data set will affect the nearby point compare to the far away point. This is the main component
of the radial basis function. The standard form of radial basis function is given as follows:

FðxÞ ¼
XN
i¼0

wif x� xIð Þk k (4)

where xi and x represents the location of known nodes and point at which the value of function is to be
calculated. The main aim of the radial basis approximation is to calculate a mapping function which can
map efficiently the given input data set to the given output data set which error as low as possible. So,
according to formula written above, radial basis function is the linear weighted summation of the various
basis functions which lies at different centers for a given point at which value of F(x) is to be evaluated
[35]. So, Eq. (4) can be modeled as follows:

F xj
� � ¼Xm

i¼1
wif xj � xI

� ��� ��; j ¼ 1; 2; 3; . . . :;N (5)

A first degree polynomial needs to be added for linear and constant portion of F which is represented as
follows:

F xj
� � ¼Xm

i¼1
wif xj � xI

� ��� ��þ P xð Þ; j ¼ 1; 2; 3; . . . :;N (6)

where xI are the N points at which function, value is to be calculated and xi works as the center of each basis
function. The function should be approximated in such a way that it will exactly equal to output data points
corresponding to input data points which acts as a constraint and is expressed as follows:
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F xj
� � ¼Xm

i¼1
wif xj � xI

� ��� ��þ P xð Þ ¼ yj (7)

where, yj are the output points. Matrix form can be obtained by expanding the above expression represented
as follows:
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(8)

where, fji ¼ f xj � xi
� ��� �� can be modelled as interpolation matrix. The above matrix can be represented as

follows:

fjiwi ¼ yj (9)

where fji is a function of xj and xi and j; ið Þ 2 1, 2, 3…N. Solution to the above-mentioned expression has to
be done for estimating the radial basis coefficients which can be further used for

Algorithm 1 Sifting Process for Data Decomposition into IMF and Residue

Input: input dataset X

Output: IMFs Fi and residue R, where i = 1, 2, 3……n

1. Initialize i ¼ 1; j ¼ 1

2. Fj  X.

3. Compute local maxima and minima points from Fj.

4. Use RBF to formulate upper and lower envelope Uj and Lj.

5. Compute local mean envelope mj ¼ Uj þ Lj
� �

=2

6. IMF Fjþ1 ¼ Fj � mj

7. SD property check for valid IMF,

SD ¼
XT

x¼1
fjþ1 xð Þ � fj xð Þ
�� ��2

fj xð Þ
�� ��2

8. if Fj+1 follows SD criterion then

9. Fi xð Þ  Fjþ1 xð Þ, Go to step 14

10. else

11. X  Fjþ1 xð Þ
12. i iþ 1; j jþ 1, Go to step 2.

13. end if

(Continued)
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14. Compute Residue R, Rj x; yð Þ ¼ Fj xð Þ � Fjþ1 xð Þ.
15. if R has more than three local extrema then

16. X  Rj xð Þ
17. i iþ 1; j jþ 1, Go to step 2.

18. else

19. R xð Þ ¼ Rj xð Þ
20. end if

21. stop

interpolating the desired surface. Weights values can be estimated only when interpolating matrix will be a
non-singular matrix for its inevitability property. Certain radial basis functions like Gaussian basis function,
cubic, thin-plate, linear and multi-quadratic have been proved good for interpolation. These functions will
always give a non-singular interpolation matrix. The radial basis functions for the thin plate model are
being used in the proposed algorithm expressed below:

�ðrÞ ¼ r2 log r (10)

Solving the above expression RBF coefficients can be calculated by the following expression:

wi ¼ ��1yj (11)

where wj are RBF coefficients or weights obtained. Finally surface interpolation can be done by
implementing the following expression:

F xð Þ ¼ C0 þ C1xþ
XN

i¼1 wif x� xið Þk k (12)

where C0 and C1 are radial basis coefficients calculated by adding the polynomial term [36].

4 Two Dimensional EMD

The 2-Dimensional EMD process is known as bi-dimensional empirical mode decomposition. The
analysis of an image can be done in a better way by analyzing its IMFs as compare to full image [37].

This technique is popular in various image fields as it can be used for image fusion, image de-noising,
analysis image enhancement, texture analysis, medical imaging etc. This technique uses the sifting process
discussed in algorithm 1 for decomposition of given image into high frequency and low frequency Intrinsic
mode functions. The high frequency IMFs represents the details present in the image and the residue or low
frequency IMF has the lightness information of the image [38,39].

Fig. 1 represents interpolation process using radial basis apprximations and Fig. 2 represents bi-dimensional
empirical mode decomposition results of an image into BIMFs and a residue in which various BIMFs contain the
details of the image and residue part contains the lightness information. Fig. 2a represents the original image of
satellite view captured from a certain height in which due to improper lightening the scene has become dull and
actual colors present in image are hidden. Figs. 2b to 2e represents three BIMFs and residue. It can be noticed that
as the decomposition proceeded, amount of information or details becomes smaller in the BIMFs. Fig. 2b which
is high frequency component is high in details and Fig. 2c is second BIMF component, which contains
information but details become less. Similarly, Fig. 2d represents the image which contains very few

Algorithm 1 (continued)

1428 CSSE, 2023, vol.45, no.2



information and Fig. 2e represents the final residue which shows the lightness information. So, it is clear that
details are preserved in high frequency components which are named as intrinsic mode functions and
lightness information is preserved into the residual component.

Similarly, Fig. 3 represents various IMF and residue obtained of pool image by using sifting algorithm. It
can be seen that first three IMF contains details present in an image and the residue contains lightness present.

Given data set ( , ), =location of nodes,

=value at the given location

Define radial basis function

Solve � = , such that = � − 1 , where =RBF coefficients

Get the final interpolated surface

Construct interpolation matrix , according to given values of and 

Interpolate the surface using RBF coefficients

( ) = 0 + 1 + � ��( − ) ��
= 1

Figure 1: Block diagram of interpolation process using radial basis approximations

Figure 2: Image decomposition of SATELLITE VIEW image into IMF and residue (a) Original image (b)
First IMF (c) Second IMF (d) Third IMF (e) Residue
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Tab. 1 represents the orthogonality factor values for different images. As discussed in Section 2,
orthogonality factor value should be as low as possible for better decomposition of image into IMF and
residue [40]. The orthogonality factor for satellite view and pool images are 0.0015 and 0.0025 these low
values in Tab. 1 prove the decomposition process efficient one.

5 RBA based BEMD for Image Enhancement

The proposed algorithm, RBA based BEMD for enhancement of non-uniform illumination images,
incorporates many stages for enhancement as shown in the block diagram in Fig. 4. The original non-
uniform illumination color image is taken and conversion of RGB image into hue, saturation and
intensity is done. Afterwards, the V transform is applied on the extracted intensity portion of the image.
V transform has been discussed in Section 5.1 in details and BEMD is performed on the resulting
V component to obtain the various bi-dimensional empirical modes and the residue as shown in
Figs. 2 and 3. The linear transformation operations are performed on each BIMF separately and on the
residue to enhance the details and lightness. The enhanced BIMFs and residue are combined together to
get the final enhanced intensity component. Saturation component of HSV is enhanced in accordance to
the enhanced V component as discussed in Section 5.3. Finally, hue, enhanced saturation and enhanced
intensity component are added and converted to RGB domain to get final output enhanced image.

Figure 3: Image decomposition of POOL image into IMF and residue (a) Original image (b) First IMF (c)
Second IMF (d) Third IMF (e) Residue

Table 1: Orthogonality factor [40] values

Sr. No. Image title Orthogonality factor

1. Satellite view 0.0015

2. Pool 0.0025
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The non-uniform illumination image can be enhanced at a better level and the information that was not
visible earlier in the original image can be seen effectively in the resultant image by using the proposed
algorithm. Various techniques used during the algorithm have been discussed in the following subsections.

5.1 V Transform

The V transform consists of the brightness information of an image. Generally, many enhancement
algorithms are used for enhancement of non-uniform illumination images like histogram equalization.
Although, histogram equalization will increase the brightness of the image but changes the color of the
original image too by increasing the contrast of the image. To preserve the natural colour of image, V
transform is used. In the V transform, the given image is enhanced piece-wise. The given image is
divided into number of small intervals and low intensity values are enhanced according to the highest
value present in that particular interval. In this technique, the whole image is not enhanced uniformly but
it has been enhanced as per the intensity value present locally in selected interval.

5.2 Linear Transformation

The linear transformations are the operations which are applied linearly on the given vectors of same
dimension. These transformations basically require addition and scaling transformation on same dimension
vector. The addition and scaling linear transformations is described by the following equation:

TðS1 þ S2Þ ¼ TðS1Þ þ TðS2Þ (13)

`TðaS1Þ ¼ aTðS1Þ (14)

In the proposed technique, linear operation has been applied on respective BIMFs and the residue for the
enhancement purposes. The linear transformation operation is expressed by the given equation:

x^v ¼
XK
i¼1
ðTi X fiÞ þ Tkþ1 X rk (15)

Color input image

Conversion from RGB to HSV domain

Apply V transform on intensity component

Apply BEMD algorithm on obtained intensity component

Apply linear transformation on BIMFs and residue separately

Combine all enhanced BIMFs and residue to get enhanced V

Enhance S component according to V

Enhance S component according to V

Join HSV to get final enhanced image

Figure 4: Block diagram of RBA based BEMD for enhancement of non-uniform illumination image
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where Ti is transformation applied on BIMF and residue, x^v is enhanced V component after linear
transformation, fi represents various BIMF and rk represents residue [41,42]. The transformation used for
all BIMFs are the optimal weights to be multiplied by each component along with residue and further, on
summation of all BEMD components, enhanced V image is obtained.

5.3 Saturation Component Enhancement

The saturation component of HSV domain is enhanced in accordance to the enhanced V component.
First, ratio of enhanced V and original V is calculated and represented by γ (x, y) as shown below:

� x; yð Þ ¼ x^v
xv

(16)

where, x^v and xv are enhanced and original intensity component.

X^s x; yð Þ ¼ cb x; yð Þxs x; yð Þ; ifc x; yð Þ. 1
xs x; yð Þ; Otherwise

�
(17)

where, x^s x; yð Þ and xs x; yð Þ are the enhanced and original saturation components and β is constant used for
determination of amount of enhancement for S component [43]. From the above expression, it can be
concluded that if ratio of enhanced intensity to original intensity is higher than one, then original
saturation component is enhanced by a factor power to ratio and if any other value occurs, then the
enhanced saturation component value will be same.

After the enhancement of S and V components, H, S, V is combined to get final enhanced HSV image.
At the end, HSV domain of image is converted into RGB domain.

6 Experimental Results and Discussion

6.1 Subjective Assessment

In this paper, proposed algorithm performance is compared with SSR, MSRCR, DCT based
enhancement and JND based enhancement algorithm. Fig. 5a represents the original image of a bird
which is captured under non-uniform illumination condition so the details of background are not visible
properly. Fig. 5b represents the enhanced image using SSR algorithm. The details of background are
visible but color content of image has faded which degrades the performance. Fig. 5c represents the
enhanced image using MSRCR algorithm. This algorithm provides enhanced image by restoring the
colors present present in image and thus provides more visually pleasant image. Figs. 5d and 5e
represents the DCT based enhancement and JND based enhancement which also provides comparable
results. Fig. 5f represents the enhancement results of proposed algorithm. The enhanced image obtained
by the proposed algorithm is the most visually pleasant image. The naturalness of image has also been
preserved here.

Fig. 6a represents the original image and Figs. 6 b and 6c represents the enhanced image using SSR and
MSRCR algorithms in which SSR is performed by taking surround function value 15 and MSRCR by taking
15, 80, 255 as surround values. It can be seen that color restoration algorithm is doing well in preserving the
color of image as the red color near the edge of the table is visible now more gracefully.

Fig. 6d represents the enhanced image by scaling DCT coefficients which enhance the information
hidden in original image to a certain level but it gives a bit blurry output image as during processing
blocking artifacts occurs. Fig. 6e represents the enhanced image by JND based algorithm. The image
which was dark earlier is now bright image but this algorithm is not table to extract all the information as
the true colors present in the image are not visible in the enhanced image.
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Fig. 6f represents the image enhanced by using RBA based BEMD for enhancement which is proposed
algorithm and gives the best results amongst all used algorithms. In fact, subjective and objective both
evaluations can be done on the enhanced image by proposed technique very easily. Similarly, Figs. 7f and

Figure 5: Comparative analysis of proposed algorithm with existing algorithms for a BIRD image (a)
Original image (b) SSR (c) MSRCR (d) DCT (e) JND (f) Proposed algorithm

Figure 6: Comparative analysis of proposed algorithm with existing algorithms for a SHIP image (a)
Original image (b) SSR (c) MSRCR (d) DCT (e) JND (f) Proposed algorithm
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8f gives the enhanced results of satellite view and house images by using proposed algorithm. It can be seen
that all of these images give most visually pleasant results which are rich in details too by proposed algorithm
in comparison to other mentioned enhancement algorithms.

Figure 7: Comparative analysis of proposed algorithm with existing algorithms for a SATELLITE VIEW
image (a) Original image (b) SSR (c) MSRCR (d) DCT (e) JND (f) Proposed algorithm

Figure 8: Comparative analysis of proposed algorithm with existing algorithms for a HOUSE image (a)
Original image (b) SSR (c) MSRCR (d) DCT (e) JND (f) Proposed algorithm
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6.2 Objective Assessment

The image quality metric used are entropy and CQE (Color Quality Enhancement). Tabs. 2 and 3
represents the comparative performance of existing algorithms with proposed algorithm on basis of
entropy and CQE. First quality metric is entropy. The second order performance measures can be used
for determining the pixel variations in an image which is based on the grey level co-occurrence matrix.
Entropy is one of those performance measures. It is expressed as follows:

Entropy ¼ �
X

i

X
j
O i; jð Þ logO i; jð Þ (18)

where, O i; jð Þ is the grey level co-occurrence matrix. Higher the value of entropy, richer the image will be in
context of details [44]. The second image quality metric is CQE. It is a quality measure that will combine the
color information of image along with contrast and sharpness by multiplying each component with optimal
weights. CQE can be expressed as follows:

CQE ¼ c1 � colorfulnessþ c2 � sharpnessþ c3 � contrast (19)

Colorfulness ¼ 0:02 X log
r2p

lp
�� ��0:2 X log

r2r
lrj j0:2

(20)

where, r2p and r2r are variance of color opponent axes, p and σ are opponent red-green and blue yellow
components. Greater value of colorfulness represents the more enhanced image.

Sharpness ¼
X3
k¼1

akEME grayedgeð Þ (21)

EME ¼ 2

s1s2

Xs1
l¼1

Xs2
k¼1

log
Lmax;k;1
Lmin;k;1

(22)

where, ak are weights of various color components, Lmax;k;1 and Lmin;k;1 are maximum and minimum value in
each block.

Contrast ¼ AMEcontrast Vð Þ (23)

AMEContrast ¼ 2

s1s2

Xs1
l¼1

Xs2
k¼1

log
Lmax;k;1þLmin;k;1

Lmax;k;1�Lmin;k;1

� ��0:5
(24)

where, V is intensity of input color image [45].

Tab. 2 gives comparative analysis of different type of images using SSR,MSRCR, DCT based enhancement,
JND based enhancement and proposed algorithm based on entropy parameter. From Tab. 2, the entropy of
original bird image is 5.816 and the entropy obtained by SSR, MSRCR, DCT, JND and proposed algorithm
are 7.163, 7.052, 7.005 and 7.194. Similarity, entropy values obtained from different images are shown in Tab. 2.

The performance comparison of all existing algorithms discussed in this paper with proposed algorithm
on bias of CQE quality metric is shown in Tab. 3. From Tab. 3, the CQE value of bird image using SSR,
MSRCR, DCT, JND and proposed algorithm are 0.4865, 0.4908, 0.5343, 0.5921 and 0.7493. It is
observed from the table that CQE value in most of the images is lowest for single scale Retinex and
highest for proposed enhancement algorithm. Image named as House has high value of CQE for JND
based algorithm relative to proposed enhancement algorithm. It is due to the fact that sometimes the
parameter value depends on type of image is to be taken. It can be observed from Tab. 3 that the
proposed enhancement algorithm will gives the highest value of color quality enhancement metric most
of the times for any type of image is to be taken as input.
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7 Conclusions

The proposed algorithm enhances the non-uniform illumination images while preserving the naturalness
and the information content of image. Enhancement algorithm is applied in HSV domain of image where
intensity and saturation parts are being enhanced. The process starts by decomposing the intensity into
various high and low frequency intrinsic mode functions and then apply linear transformations on them. The
enhancement of saturation part is being done in accordance to enhanced intensity component, makes it more
efficient algorithm. The subjective and objective assessment shows that the proposed algorithm provides
better results as compare to various state of art methods for non-uniform illumination image enhancement.
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