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Abstract: Traditional linear statistical methods cannot provide effective prediction
results due to the complexity of human mind. In this paper, we apply machine
learning to the field of funding allocation decision making, and try to explore
whether personal characteristics of evaluators help predict the outcome of the eva-
luation decision? and how to improve the accuracy rate of machine learning meth-
ods on the imbalanced dataset of grant funding? Since funding data is
characterized by imbalanced data distribution, we propose a slacked weighted
entropy decision tree (SWE-DT). We assign weight to each class with the help
of slacked factor. The experimental results show that the SWE decision tree per-
forms well with sensitivity of 0.87, specificity of 0.85 and average accuracy of
0.75. It also provides a satisfied classification accuracy with Area Under Curve
(AUC) = 0.87. This implies that the proposed method accurately classified minor-
ity class instances and suitable to imbalanced datasets. By adding evaluator fac-
tors into the model, sensitivity is improved by over 9%, specificity improved by
nearly 8% and the average accuracy also increased by 7%. It proves the feasibility
of using evaluators’ characteristics as predictors. And by innovatively using
machine learning method to predict evaluation decisions based on the personal
characteristics of evaluators, it enriches the literature in the field of decision mak-
ing and machine learning field.
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1 Introduction

Evaluators are the core of project evaluation. The expertise of evaluators will not only affect the project
selection, but also affect the fairness of project evaluation. Nowadays, studies of evaluator characteristics and
evaluation decision mainly focus on exploring causal relationship between variables, neglecting to which
extent that evaluators’ characteristics can predict evaluation results.

Human mind is a complex system, traditional linear statistical methods cannot provide effective
prediction results and may be difficult to clearly and accurately clarify the complex relationship in
between [1]. Machine learning is a way to solve this problem. Essentially, machine learning is a model to
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find the unknown functions, dependencies or structures between inputs and outputs which are impossible to
be represented by explicit algorithms through an automatic learning process [2], therefore it can get rid of the
restrictive assumptions that traditional statistical methods depend (normality, linearity, and independence
between predictor variables) and discover more complex patterns in data. It is helpful in proposing and
validating new theories, thereby promoting the advancement of explanatory models and theories.

Among the many machine learning algorithms, the data analysis efficiency of decision tree is better due
to it is a non-parametric approach without distributional assumptions, and the output result is easy to
understand [3]. Therefore, decision tree is more favored by the industry and widely used. Although very
popular in practice, decision trees share some disadvantages that are revealed under imbalanced data.
When a dataset is highly dimensional and highly class imbalanced, existing feature selection algorithms
usually ignore the small classes which can be important [4]. Actually, in many cases, such as anomaly
detection, project evaluation, the cost of misjudging a minority category as majority category is much
higher than the opposite. Therefore, it is necessary to detect minority as much as possible to reduce the
false negative rate. Therefore, it is necessary to ensure that when the test result is positive. To address this
issue, this paper improved decision tree algorithms to adapt to imbalanced dataset. Moreover, can the
personal characteristics of the evaluators help predict the outcome of the evaluation decision? This article
is trying to figure these problems out.

Compared with the existing literature, the contributions of this article are as follows:

� This paper innovatively using machine learning method to evaluates the personal characteristics of the
evaluators to predict evaluation decisions, and it enriches the literature in the field of decision making
and machine learning field.

� The experimental results showed that the proposed slacked weighted entropy decision tree performs
well with sensitivity of 0.87, specificity of 0.85 and average accuracy of 0.75. It also provides a
satisfied classification accuracy with AUC = 0.87. This implies that the proposed method
accurately classified minority class instances and suitable to imbalanced datasets.

2 Motivation and Related Work

In this section, we will describe the potential influential factor to funding decision making, and then, we
provide an introduction to the advantages and disadvantages that classical classification methods may have
when dealing with imbalanced data. Next, we specify the research gap of current machine learning
algorithms that may have when dealing with imbalanced datasets. At last, we describe the dataset and
prepare it for testing the slacked weighted entropy decision tree model we proposed.

2.1 Evaluators’ Characteristics and Evaluation Decision

The influential factors of reviewers can be divided into the following categories: demography, life
experience factors, and project evaluation factors.

Demography. Gender. Reference [5] shows that in personal decision-making, women are more willing
to avoid risks than men. Reference [6] find that male evaluators gave higher scores to same-sex candidates
than female evaluators. Education. The study of reference [7] confirmed that the higher the level of
education, the stronger the ability to accept new knowledge and new things, and the higher the tolerance
for ambiguity. Discipline. Reference [8] supposes that the theories or methods adopted by a certain
discipline determines their evaluation results. Reference [9] shows that compared with psychologists,
philosophers were more negative and more likely to reject items. Professional title. Reference [10] shows
that the predicting accuracy of a high reputation stock investment analyst is much higher than that of
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analysts with lower reputation. Reference [11] shows that the professional status of evaluators is closely
related to evaluation decision.

Life experience factors. The research of reference [12] confirmed that a person with a commercial bank
background serving as a company director (bank affiliate) can significantly change the financing behavior of
the company where he belongs. Reference [13] discovers that corporate managers with university
connections are more innovative. The research reference [14] reveals that entrepreneurs with government
connections tend to have a stronger sense of market competition. The research of reference [15] shows
that managers with connections in professional institutions show more social responsibility tendencies.

Project evaluation variables.Duration. Reference [16] holds that insufficient evaluation time may make
reviewers more inclined to approve unqualified applications. Reference [17] verifies that there is significant
loss aversion inclination in effort-based decision making. The research results of reference [18] show that the
relationship between decision speed and decision quality depends on the decision environment. Evaluation
number. Reference [19] supposes that as the workload increases, evaluators are more likely to grant patents
rather than reject them. Familiarity. Reference [20] found that participants responded faster and performed
better in the easy task condition. Reference [21] shows that evaluators tend to give lower scores to items that
are unfamiliar to them. On the other hand, reference [22] reveals that novel projects are more popular among
evaluators. Evaluation experience. Reference [23] discovers that experienced evaluators are easier to filter
out irrelevant information than novices, and they are also better at selecting and evaluating inputs.
Reference [24] finds that when faced with a situation similar to the past, experienced decision makers
often rely on past experience to act and make decisions. But reference [25] discovers that experts
sometimes show more false memories than novices. Confidence. Reference [26] shows that highly
confident people are more confident in making decisions and are more likely to take risks in decision
making. The study of reference [27] reveals that self-confidence affects reviewers’ assessment. Evaluation
order. The research of reference [28] confirms that the first-evaluated project tends to have lower scores.

2.2 Machine Learning Algorithms

Among the many machine learning algorithms, the calculation process of K nearest neighbor (KNN) is
simple and efficient, yet it is easily influenced by the sensitivity of k [29]. Support vector machines (SVM)
can solve high-dimensional problems and the interaction of nonlinear features, but sometimes it is difficult to
find a suitable kernel function [30]. Naive Bayes performs well on huge-scale data and requires little
calculation, but it is sensitive to input data format [31]. The Artificial Neural Network (ANN) method has
higher efficiency, stronger adaptability, and better generality, but there are more parameters that need to
be adjusted during the training process [32]. In contrast, the decision tree is less sensitive to data
distribution and can get high predictive performance for a relatively small computational effort, but it still
has overfitting and instability issue [33]. Tab. 1 summarizes the advantages and disadvantages of classical
machine learning models.

Table 1: Comparison of machine learning classification models

Models Advantage Disadvantage

KNN • The calculation process is simple and efficient • Easily influenced by the sensitivity
of k [29]
• Sensitive to small sample size

Naïve
bayes

• Performs well on huge dataset
• Computational efficiency and simplicity [31]

• Attribute dependence

(Continued)
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However, when dealing with imbalanced datasets, these classical classification algorithms may tend to
favor majority class, making the minority class ignored. Therefore, it is necessary to improve these
algorithms to adapt to imbalanced data.

2.3 Machine Learning Algorithms and Imbalanced Dataset

In order to have a better prediction result on imbalanced dataset, scholars modify the machine learning
algorithms either from data-level or algorithm-level. Data-level methods concentrate on modifying the
training data set to make it suitable for a standard learning algorithm. With respect to balancing
distributions, we may distinguish approaches that generate new objects for minority groups (over-
sampling) and that remove examples from majority groups (under-sampling). Standard approaches use
random approach for selection of target samples for preprocessing. They do not depend on the specific
classifier and have better adaptability, but it often leads to removal of important samples or introduction
of meaningless new objects [34]. Therefore, more advanced methods were proposed. SMOTE is a
renowned oversampling technique. It applies an over-sampling method by modeling from minority class
instances. EasyEnsemble, BalanceCascade, NearMiss, Tomek Links are typical under-sampling methods
based on Nearest Neighbor. They overcome the problems of the random under-sampling algorithm and
improves generalization ability. Hybrid sampling involves partially sampling the original data using one
sampling technique and then completing the process with another method [34]. In this way, the
combination of under-and oversampling can drop fewer examples from the data thus decrease the loss of
information. Although these existing sampling methods achieve a considerable effect, their sampling
strategies treat all the training samples as the same. That is to say, they do not consider the distributions
of the data in their sampling procedure [35]. Tab. 2 presents a detailed explanation of data level methods.

Table 1 (continued)

Models Advantage Disadvantage

Decision
tree

• A self-explanatory and easy to follow representation
• Able to handle a variety of input data: nominal,
numeric and textual
• Scale well to big data, datasets that may have errors or
missing values
• High predictive performance for a relatively small
computational effort [33]

• Overfitting

SVM • Suitable to high-dimensional problems
• High generalization ability

• Difficult to train large-scale data
• Difficult to find a suitable kernel
function [30]

ANN • Able to handle a variety of input data
• Able to handle complex nonlinear relationships
• Higher efficiency, stronger adaptability, and better
generality [32]

• Overfitting
• Lack of explanatory power
• Lots of parameters needed to be
adjusted
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Algorithm-level methods concentrate on modifying existing learners to alleviate their bias towards
majority groups [34]. Cost-sensitive learning methods introduce “cost” during the learning process to deal
with the problem of imbalanced data classification. However, due to the number of samples of each type
or the proportion of the number of samples of each type is used as the cost of misclassification, when the
number of minority class samples is too small, i.e., when it is difficult to make an accurate estimate of the
true cost of misclassification, the cost-sensitive method is no more applicable [35]. One-class learning
method only needs one class of data sets as training samples, which can effectively reduce the time
overhead. It is suitable for extreme cases where there are very few minority class samples or a high
degree of imbalance between classes, but it is easy to fall into overfitting to the minority class samples in
the training set, resulting in a decrease in generalization ability. Moreover, the selection of threshold and
kernel function has a great influence on its classification effect [36]. Ensemble methods improve the
classification performance by training several different classifiers and combining their predictions to
output a single-class label. However, the training process for ensemble algorithm is complex, time-
consuming, and it has certain limitations in processing high-dimensional data [37]. In Tab. 2, we
summarize the advantage and disadvantage of the algorithm-level methods in dealing with imbalanced
datasets.

Table 2: Representational classification methods for imbalanced data

Classification methods Advantages Disadvantages

Data-level
methods

Under-
sampling

Random under-
sampling

• Easy to manipulate • Miss out potentially
useful data

Under-sampling
based on nearest
neighbors

• High generalization ability • Increase training time
and learning cost

Over-
sampling

Random over-
sampling

• Easy to manipulate • Over-fitting
• Time consuming

SMOTE • Overcomes the overfitting
problem of random
oversampling methods

• Sample overlapping
• Over-generalization
• Sensitive to noise

Hybrid sampling • Improve generalization ability
• Reduce the possibility of
overfitting [34]

• Time consuming

Algorithm-
level
methods

Cost sensitive learning • Assigns differential
misclassification costs to classes

• Misclassified costs are
usually not available
[35]

One-class
learning

One class SVM • Effectively reduce training
• Suitable for extreme
imbalanced datasets

• Overfitting and poor
generalization ability

Ensemble
learning

Bagging • Effectively reduce model
variance

• Poor fitness

Boosting • Adaptive to weights • Sensitive to noise

Random forest • Stable and scalable, and low
risk of overfitting

• Sensitive to noise and
time consuming
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These conventional class imbalance handling methods might suffer from the loss of potentially useful
information, unexpected mistakes or increasing the likelihood of overfitting because they may alter the
original data distribution.

2.4 Datasets Description

The dataset we use is small and medium-sized technology-based enterprise special fund (Beijing
Innofund). It covers the basic information of evaluators over the years since 2015, including the name,
gender, date of birth, affiliations, position, title, and interested field; applicants’ information, such as
company information, the company’s financial status, R&D status, financing needs and development
forecasts, etc.; project evaluation information, including: project scoring, project approval status. Our
research is based on a sample size of 8150, among which 1395 are positive cases and the rest are
negative cases.

Due to both Gain and Gain Ratio are based on the entropy evaluation before and after splitting the
dataset, decision trees have been proven to be skew-sensitive. The main problem with the entropy-based
measures is that entropy reaches it maximal value when dataset is fully balanced-all classes have equal
proportions. And if the initial dataset is not balanced, the initial entropy will be low and will result in a
high false-negative rate [38].

In order to solve the above-mentioned problem, researchers keep improving decision tree algorithms.
Reference [39] proposes a weighted random forest (W-RF) algorithm based on weighted voting to
improve the classification performance of random forest on imbalanced datasets. Reference [40] derives
weight from the class distribution to improve the minority class importance. Reference [41] introduces
the overlapping weighting function to improve minority class importance. However, heuristic judgments,
i.e., determined by experts is not rigorous, and grid search is time-consuming and laborious.

In addition to imbalanced data distribution, the grant funding datasets is also characterized by
nonlinearity and complicated interaction between variables. Existing research has not made a
breakthrough on this issue. Aiming to solve the above-mentioned issue, we proposed a slacked weighted
entropy decision tree algorithms targeting to grant funding dataset.

3 The Proposed SWE-DT

In this section, we introduce the decision tree model and propose a solution to its degradative
performance for imbalanced classification, i.e., slacked weighted entropy decision tree.

3.1 Decision Tree

Decision tree is a classical machine learning method. It aims to classify an instance into a predefined set
of classes based on their attributes’ values (features) [2]. Variable selection, variable’s relative importance
assessment, missing value manipulation, prediction, are the common usages of decision tree models.

Decision tree is constructed in a top-down manner in a sequence, i.e., the entire dataset splits into smaller
partitions until no further partitioning can be made. Let’s take a binary tree for example. For a single binary
target variable Y (0 or 1) and four attributes, the construction of decision tree can be divided into three steps.
And we will illustrate the construction of a typical decision tree in Fig. 1 as well.

Step 1: According to the splitting criterion, select the most important input attribute (X1) for the dataset
(D). This root node represents a choice that will result in the subdivision of all records into two mutually
exclusive subsets. At this split, all attributes/features are taken into account and the training data is
divided into different groups. As presented in Fig. 1, we have 4 attributes in total, so there will be
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4 pending splits. Then, the decision tree algorithm automatically calculates the cost of each split and chooses
the one with the smallest loss. In this situation, the smallest loss can be got when X1 < 0.5.

Step 2: Select the optimal splitting point for the optimal splitting attribute and divide the dataset into two
sub-nodes. It is worth mentioning that only input variables related to the target variable are used to split
parent nodes into purer child nodes. As the child nodes splitting, the decision tree continues to grow. The
decision tree uses the information gain or the information gain rate as the basis for selecting attributes.

Step 3: When all leaf nodes satisfy the stopping criterion, the decision tree stops growing. In such
condition, the data in the child nodes all belong to the same class. The stopping criterion usually consists
of conditions such as purity, number of leaf nodes, and tree depth.

3.2 Slacked Weighted Entropy Decision Tree

Since the predicting items of Beijing Innofund is composed of firm level information and individual
level of information, normalization is needed. In this study, data are scaled into the interval of [0, 1] by
using the following Eq. (1):

x0 ¼ x�minðxÞ
maxðxÞ �minðxÞ (1)

where x is the original value, x’ is the scaled value, max(x) is the maximum value of feature x, and min (x) is
the minimum value of feature x. Then the dataset is divided into two parts for training and testing the model.
The training dataset is used to train the model, while the testing dataset is used to evaluate the predictive and
generalization ability of the developed model. Since there is little or no guidance in the literature on the
division ratio for the training and testing of the model, we follow the tradition to set 80% of the data for
training and 20% for testing.

When the data distribution is unbalanced, the C4.5 algorithm tends to favor the attribute of majority
partition. In order to address this issue, we improved C4.5 algorithm by adding weight:

wc ¼ 1

n � pc �
1

P0 (2)

where n is the number of classes of dataset (D) and pc is the proportion of examples with class c of dataset
(D). P’ is the proportion of the positive class among all samples. Weights can be normalized or used as
absolute values, this will not affect the result of choosing the split, as the best split is chosen by relatively
comparing the entropy-based measures.

Figure 1: Example of decision tree model
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Based on the information theory, the decision tree uses entropy to determine which node to split next in
the algorithm. It calculates the amount of information for different classifications and then obtains the
average amount of information for the training set. The higher the entropy, the higher the potential to
improve the classification. The weighted information entropy of set (D) can be illustrated as Eq. (3):

EðDÞ ¼ �
Xn

i¼1

wiPilog2ðwiPiÞ (3)

where Pi is the probability that the sample in D belongs to class n. When set D is split into many subsets Dj,
where j = 1, 2…, by attribute X, the information entropy can be expressed as Eq. (4):

ExðDÞ ¼
Xn

j¼1

jDjj
jDj � infoðDjÞ (4)

where infoðDjÞ =�Pn

j¼1
pj log2 pj: Then, the information gain after partition is calculated according to attribute

X, and Eq. (5) can be derived by:

gainðX Þ ¼ EðDÞ � ExðDÞ (5)

The decision tree aims to normalize gain and to divide gain value by a value of split information,
formulated as Eq. (6):

SplitInfoðX Þ ¼ �
Xn

j¼1

jDjj
jDj log2

jDjj
jDj (6)

In extreme cases, the information gain rate is an infinite multiple of the information gain, and the
information gain obviously does not play a leading role at this time. Therefore, the slacked factor δ is
introduced in the calculation formula of the information gain rate. The improved information gain rate
calculation formula is as follows:

gainratioðX Þ ¼ gainðX Þ
SplitInfoðX Þ þ d

(7)

After introducing the slacked factor, the information gain rate is limited to the range of [gainðX Þdþ1 : gainðX Þd ],
which weakens the inhibitory effect of distributed entropy on information gain.

4 Experiment Results

In this section, we present the classification results of the slacked weighted entropy decision tree. By
comparing it with the other machine learning methods, we find that our proposed methods can achieve
satisfying classification results.

4.1 Performance Metrics

In the case of unbalanced data, sensitivity and specificity are introduced to measure classification
accuracy. The sensitivity (True Positive Rate) is the ratio of correctly classified positive instances to true
positive instances. Among them, True Positives (TP) represents the number of positive samples predicted
to be positive, and false negatives (False Negatives, FN) represents the number of positive samples
predicted to be negative.
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Sensitivity ¼ TP

TP þ FN
(8)

The specificity indicates the percentage of correctly classified negative samples to the true negative
samples, as shown in Eq. (9). Among them, True Negatives (TN) represents the number of negative
samples predicted to be negative, and False Positives (FP) represents the number of negative samples
predicted to be positive.

Specificity ¼ TN

TN þ FP
(9)

A receiver operating characteristic (ROC) graph is a useful tool for visualizing and comparing classifier
performance based on TPR and FPR measures. In the presence of imbalanced datasets with unequal error
costs, it is more appropriate to use the ROC curve or other similar techniques. ROC curves can be
thought of as representing the family of best decision boundaries for relative costs of TP and FP. On an
ROC curve the X-axis represents FPR = FP/(TN + FP) and the Y-axis represents TPR = TP/(TP + FN).
The ideal point on the ROC curve would be (0, 100), that is all positive examples are classified correctly
and no negative examples are misclassified as positive [42].

Besides the above-mentioned metrics, we also include average accuracy rate into our model. Unlike
accuracy rate, average accuracy rate is suitable for unbalanced data, because it calculates the accuracy of
each category separately.

4.2 Development of Slacked Weighted Entropy Decision Trees

This default rule of decision tree parameters often works well across a broad range of problems. In
details, the splitting criterion used is entropy; the minimum sample leaf = 1; the min sample split = 2; the
max features = none, random state = none; the maximum leaf nodes = none; the minimum impurity
split = none; the maximum depth = none. Due to our dataset is imbalanced, we set class
weight = ’balanced’, and let minimum weight fraction leaf increased from 0 to 0.5 gradually. As shown
in Fig. 2, when the minimum weight fraction leaf reaches to 0.5, the model gets the highest sensitivity,
specificity and accuracy. Therefore, minimum weight fraction leaf is set as 0.5.

4.3 Prediction Results

A) ROC Results of SWE-DT

Figure 2: Accuracy rate under different minimum weight fraction leaf
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Fig. 3 presents the ROC results of the slacked weighted entropy decision trees. It shows the SWE
decision tree provides a satisfied classification accuracy with AUC = 0.87. This implies that our proposed
method accurately classified minority class instances with a tolerable FPR sacrifice.

B) Robust Check of SWE-DT

Fig. 4 shows the forecasting accuracy, sensitivity and specificity attained by our DT algorithms with
50%, 60%, 70% and 80% of the training dataset. The predictive performance of the SWE-DT algorithms
increases progressively from the smallest to the biggest size group. Specifically, accuracy keeps steady at
about 0.75, sensitivity also remains unchanged around 0.86. Specificity increases from 0.66 to 0.84. It
proves that the DT model can not only provide reliable prediction results, but also in a consistent way.

C) Comparison between Slacked Weighted Entropy Algorithm and Classical Decision Tree

As can be seen from the Tab. 3, the SWE-DT with the proposed enhancement gives better sensitivity
results with 0.869, better than that of 0.835 of the classical decision tree. It means that the application of
the weighted entropy instead of the classical entropy evaluation without modification of the dataset itself
can give positive increase in the classifier sensitivity. At the same time, the table shows that there is an
increase in the specificity of modified decision tree algorithm (0.85), comparing to the original decision
tree algorithm results with a specificity of 0.817. The increase of sensitivity and specificity makes the
average accuracy improves from 0.72 to 0.75.

Figure 3: Classification results of improved decision tree

Figure 4: Classification results of SWE-DT
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D) Comparison between Machine Learning Methods

As can be seen from Fig. 5a, the improved decision tree achieves the best sensitivity results. We observe
that the sensitivity of naïve bayes, KNN, SVM, ANN and SWE decision tree is 0.8, 0.78, 0.85, 0.84,
0.87 respectively at 80% dataset. It proves that the SWE-DT model can select the most positive cases
among all the machine learning methods. Moreover, Fig. 5b presents the specificity of each machine
learning models. With the enlarging of dataset, the specificity of SWE-DT increases from 0.65 to 0.85.It
is surpassed by SVM (0.86), and followed by ANN (0.73), naïve bayes (0.67) and KNN (0.63). It shows
that the SWE-DT can correctly select quite a large number of negative cases. Fig. 5c compares the
classification accuracy of the five machine learning models with 50%, 60%, 70% and 80% of the dataset.
We can see that the average accuracy of all the models decrease progressively from the smallest to the
biggest size group. However, the SWE-DT performs better than naïve bayes, KNN, SVM, ANN with
classification accuracy of 0.76 (50%), 0.76 (60%), 0.75 (70%) and 0.75 (80%) respectively. It is reflected
that positive cases and negative cases can be separated by using our machine learning models. Based on
these results, the slacked weighted entropy decision tree is recommended for funding results prediction.

Table 3: Main results

Sensitivity Specificity Accuracy

Decision tree 0.835 0.817 0.72

SWE decision tree 0.869 0.85 0.75

Figure 5: (a) Comparison of sensitivity between machine learning methods (b) Comparison of specificity
between machine learning methods (c) Comparison of average accuracy between machine learning methods
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4.4 Can Evaluators’ Personal Characteristics Predict Evaluation Results?

Tab. 4 is the comparison and display of classification results before and after adding evaluator model. In
this experiment, the effect difference of the baseline model and evaluator model are quite obvious. In the
baseline model, the sensitivity is 0.79 and specificity is 0.78. After adding evaluator factors into the
model, the sensitivity improved into 0.87, and specificity increased into 0.85. Sensitivity was improved
by over 9% and specificity was improved by nearly 8%. The average accuracy also increases by 7% from
0.7 to 0.75. It proves the feasibility of our model.

5 Discussion and Conclusions

We proposed a new tree induction method-slacked weighted entropy to modify the classical decision tree
algorithm. Instead of examining information entropy, the proposed method uses the difference in the weight
to determine the best split when growing a decision tree. We compared our method with the original decision
tree algorithm based on Beijing Innofund data. The experimental results showed that the slacked weighted
entropy algorithm with the proposed enhancement performs well with sensitivity of 0.87, specificity of
0.85 and average accuracy of 0.75. The proposed method appeared to be more suitable for binary
imbalanced data classification. More specifically, our method did not sacrifice the false positive rate to
increase the true positive rate. It is, therefore, useful when the misclassification costs are unknown in
imbalanced data classification tasks.

For future research, more evaluators’ factors could be used by the developed model to improve
performance. To learn which factors and how much improvement have to be done to win a funding
would be a challenging issue to study. The other possible direction is the collection of data from other
fundings, such as NNSFC, NSSFC, in order to examine the feasibility and generality of the slacked
weighted entropy decision tree model.
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