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Abstract: Building an automatic fish recognition and detection system for large-
scale fish classes is helpful for marine researchers and marine scientists because
there are large numbers of fish species. However, it is quite difficult to build such
systems owing to the lack of data imbalance problems and large number of
classes. To solve these issues, we propose a transfer learning-based technique
in which we use Efficient-Net, which is pre-trained on ImageNet dataset and
fine-tuned on QuT Fish Database, which is a large scale dataset. Furthermore,
prior to the activation layer, we use Global Average Pooling (GAP) instead of
dense layer with the aim of averaging the results of predictions along with having
more information compared to the dense layer. To check the validity of our model,
we validate our model on the validation set which achieves satisfactory results.
Also, for the localization task, we propose an architecture that consists of locali-
zation aware block, which captures localization information for better prediction
and residual connections to handle the over-fitting problem. Actually, the residual
connections help the layer to combine missing information with the relevant one.
In addition, we use class weights and Focal Loss (FL) to handle class imbalance
problems along with reducing false predictions. Actually, class weights assign less
weights to classes having fewer instances and large weights to classes having
more number of instances. During the localization, the qualitative assessment
shows that we achieve 57% Mean Intersection Over Union (IoU) on testing data,
and the classification results show 75% precision, 70% recall, 78% accuracy and
74% F1-Score for 468 fish species.
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1 Introduction

In marine life, marine ecology is a scientific study of marine habitats and life, which involves the
interaction of marine organisms with other organisms and the environment. In order to get insights about
the marine Eco-system, it is important to monitor the behavior of marine organisms, such as fishes, in
order to get the information about the health of marine Ecosystem distribution along with counting
different species of fishes. These insights can be used as key parameters to monitor environmental
changes in the marine system. Also, the deeper knowledge can be obtained about marine species as a
whole by tracing their trends during their regular activities along with their movements, which can also
be achieved with the help of visual classification [1]. Automatic systems can be used to study the
behavior of fish species by obtaining visual data from multiple locations, which can be used for the visual
classification of several species along with pattern recognition [2].

Actually, there are many methods for the identification and classification of fish species. In the past,
researchers were considering structural, color and texture features to identify and classify fish species.
With the evolution of wirless [3—7] and electronic technologies [8,9], several automated methods were
developed to visualize and identify fish species and place them in various classes. In these methods, it
was easy to identify and extract information from the images having simple white and black background,
but recognizing the fish species was challenging for underwater conditions [10].

Recently, deep learning is widely being used to various applications. Actually, deep learning is the area
of machine learning based on the working of Artificial Neural Networks (ANN) [11,12], which mimics the
communication systems of nodes within the brain in biological systems. It consists of multiple layers to
extract features at different levels. Initial layers extract high-level features from input, whereas proceeding
layers extract low level and middle-level features. For example, in the case of image processing, the first
layer extract shapes like human faces or objects, while lower layers’ extract edges and corners [13].

One of the main benefits of deep learning is its ability to automatically extract features and
discriminating ability especially in Convolutional Neural Networks (CNN) which extract features from
images with the help of learn-able kernel weights to save the pre-processing hand-crafted features
extraction time [14,15]. An input layer, output layer and hidden layers are the main components of the
CNN. Moreover, in CNN, fully connected layers, pooling layers and convolution layers are combined to
form hidden layers. In fact, CNN is a type of multi-layer perceptron, which are fully connected networks.
The major advantage of CNN over traditional machine learning techniques is the independence from the
human effort in terms of feature designing and prior knowledge.

Moreover, ImageNet is an annual challenge that consists of 15 million images with over
22,000 categories. The winners of this challenge had been using classical image processing and machine
learning-based techniques till 2012, but in 2012, techniques, such as Alexnet, ResNet, and GoogleNet,
etc., which are deep learning-based architecture, significantly reduced the error rates, and it was
considered a breakthrough in the field of computer vision and machine learning. In terms of architectures,
they consist of five convolution layers and three fully connected layers [16]. Recently, in most computer
vision applications tasks, techniques such as segmentation, classification, localization etc., are also widely
adopted. In [17-24], the authors discuss the recent work on image processing using transfer functions.

In this paper, we propose transfer learning based approach for the classification of large scale fish species
and the Localization-aware CNN architecture for localization. Contrary to the existing researchers, our data
set consists of 3950 fish images. As the localization of such images is a challenging task because these
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images are not taken in any controlled environment, the pictures are divided into three categories: in-situ,
outside and controlled environment. Also, we resolved the problems of class imbalance by using class
weights and focal loss function. For training the network, we used focal loss, which is an extension of
cross-entropy for large-scale classification, and class weights equally assigned weights to all the labels.
For the Localization problem, we proposed a CNN based architecture which consisted of location aware
block that captured the context and location features, which helped in localization. During the
localization, the qualitative assessment shows that we achieve 57% Mean Intersection Over Union (IoU)
on testing data, and the classification results show 75% precision, 70% recall, 78% accuracy and 74% F1-
Score for 468 fish species.

The novelties and main contributions of this research are summarized as follows:

e Handling the imbalance classification of fish species.

e Transfer learning based approach for the classification of large scale dataset.
e Proposed localization aware architecture for the localization of fish species.
e Perform various experiments to validate our proposed methodology.

The rest of the paper is structured as follows: In Section 2, related work is discussed, and in Section 3, we
discuss the proposed methodology. The results are discussed in Section 4, and we conclude the research in
Section 5.

2 Related Works

For the implementation of marine Eco study, Eco-system observation, fish counting and fish
classification, researchers have been proposing various models, classifiers and algorithms since 1990s.
Moreover, with the advancement of computer hardware, computational power and electronics, researchers
experience favorable conditions to implement sophisticated and complicated models compared to the
researchers in the past.

In [25], the authors have proposed a neural network fish species recognition system. Actually, several
features are measured to recognize fishes. Actually, the authors use various parameters such as higher
learning rate to reduce the training time along with increasing the recognition rate. The simulation results
show that more than 95% fishes are correctly recognized by using the proposed system.

In [26], the authors test the models on two real-world marine animal data sets and results come out to be
satisfactory. In the first step of the proposed methodology, various fish species are detected and tracked by
using combined and trained models. Also, several features are detected and some extracted particular features
are carried out in the next step. In the third step, based on these extracted features, the fishes are classified
depending on their different features.

In [27], the authors use a reject option in classification to detect and remove untrained classes or to filter
less confident decisions of no classes. Also, for the fish recognition, a hierarchical method based on a novel
rejection system is also proposed. Actually, the samples from new classes are tested by a prob test, and a
Gaussian Model Model (GMM) is used to evaluate the posterior probability of testing samples. From
different parts of the fish body, several features, such as texture properties and shape, are considered in
the study and from which 26 dimensions of features are selected with the help Support Vector Machine
(SVM) and Forward sequential (FS) feature selection techniques. In [28], the authors use the discriminant
analysis and Kernal Grassmallian distances for the recognition of faces from image sets. Instead of image
vectors, they use subject-specific sub-spaces for the detection and recognition with the help of non-
linearity parameters.
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In [29], the authors propose a methodology based on the migration monitoring system by using an
automated fish species classification. Also, from 9 targeted species, 22 images were recorded. To form a
close curve for shape analysis, the counter of each image is extracted. Moreover, to remove edge noise
and redundant data points, a new shape analysis algorithm is developed. Accurate pattern matching is
achieved by comparing the individual counter segment to the curve in the database. In [30], the authors
propose a method for automated fish sorting and counting based on the artificial intelligence system.
Counting fish by species is performed in this work for surveying and monitoring fishes. Actually, this
system is used in underwater environments without the requirement of having any special installations.
To acquire the fish silhouettes, an infrared fish silhouette is used, and these silhouettes are processed on a
personal computer for the purpose of counting and classification. They created an expandable recognition,
modular and robust system with the use of these specialized classifiers of different types.

In [31], the authors propose a fish classification mechanism to overcome several problems associated
with fish recognition and classification, such as segmentation error, noise, distortion and occlusion. To
resolve these challenges, they propose several techniques such as neural network, K-Mean clustering and
K-Nearest Neighbor (KNN). They also studied SVM based techniques for the elimination of these
limitations to improve the recognition and classification of underwater bodies such as fishes. This
proposed method is based on shape features of fishes. Among the collected images, they prepare two data
sets containing 76 fishes as a training set and 74 fishes as a testing set. The simulation results show
78.59% accuracy by using the SVM based technique.

In [32], the authors use photographic images for the recognition of fish species. Also, to extract the
texture morphology and geometry of the images, various image processing tools are integrated in the
automatic classification system, and the pattern recognition is carried out by using artificial neural
networks. They achieve accuracy up to 91.65%. In [33], the authors propose a system of recognizing fish
images based on computer. This system, which is also called fish and texture-based Fish Image
Recognition System (FIRS), uses 30 fish species for the experiment. Out of these species, 600 images are
used for training, whereas 300 fish images are considered for testing. All the 30 species and their images
are recognized with the precision of up to 81.67% for the Educational Data Mining (EDM) technique and
99% for the ANN technique.

In [34], the authors use a deep convolutional activation feature for the general visual recognition by
comparing the efficiency of relying on various network levels. In [35], to check the presence of some
particular fish species, artificial neural network (ANN) and Discriminant Factorial Analysis (DFA)
methods are used. Firstly, the models are trained by using the images of these particular fishes. Over 60%
detection accuracy is achieved by (ANN) models and over 80% detection accuracy is achieved by (DFA)
analysis.

In [36], a proposed model by modifying standard Alexnet architecture is proposed. Their proposed
architecture is simple and achieves good results, but they perform experiments on only 6 classes along
with selecting the classes having maximum number of instances. In [37], a transfer learning and Squeeze
and Excitation (SE) based approach is used for the fish classification task in. They used QUT and
CROATIAN fish datasets. These datasets consist of low-quality images. Their proposed methods used
image reconstruction to rebuild the images to high quality and then data augmentation is performed as the
number of images are less for the classification task. First, they used a transfer learning approach to fine-
train the model on the pre-trained fish dataset and SE blocks to extract fine-grained information. They
achieved 58.56% validation accuracy on QUT fish datasets.

In [38], the authors use a feature points based technique is used by including 129 species having
2580 images. They classify images having complicated background and regions. The extracted different
Local Binary Patterns (LBP), Gray Level Co-occurrence Matrix (GLCM) and geometric features are
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further given to Bag of Visual Words (BoVW) model to classify the species. The proposed methodology
achieves competitive performance, and they use different combination of features for results. They
achieve the highest accuracy of 93%. Similarly, in [39], a Transfer learning-based approach using pre-
trained AlexNet with modification, which is called as FishNet is used. They use only 3 types of fishes by
achieving 99.63% accuracy. Their method is quite straight forward having no complications, but they
experiment on only three classes, which is very less [39].

Our proposed method does not use any super-resolution of image processing based technique. Instead, it
only fine-tunes on pre-trained efficient-net on ImageNet dataset. Moreover, our approach to handle class
imbalance problem by using class weights and focal-loss function outperforms methods having the same
number of classes along with giving good assessment results. As the dataset is of low quality and
contains a different type of abnormalities, it shows satisfactory results on validation dataset with the
Mean IoU of 57%, which is quite good. The classification approach achieves 78% validation accuracy,
which is quite good compared to other systems.

3 Proposed Methodology

The Fig. 1 shows the system model of the whole methodology. Initially, the input fish images are read
and pre-processed. The pre-processing stage includes the resizing of all images with the aim of having the
same size and normalization. For normalization, we use Z-Score normalization, and it is defined as:
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Figure 1: System model

Moreover, the labels are also converted to one-hot representation. In one-hot encoding, the label is
converted from categorical with the aim of having a better prediction for the Machine Learning
algorithm. The categorical values represent the numerical values. In the second step, the data is split into
training and testing sets, where the train set is used to train the model and test set is used to validate the
model performance. The data is then passed to the localization and classification tasks. In the localization
task, the bounding boxes and images are passed to the model for the localization task.
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For the classification task, we use transfer learning because the numbers of images are less, and fine-
tuning our data set on pre-trained image-net model gives better results compared to other models.
Moreover, the convolution operation extracts the features by convolving a filter or kernel on the image
matrix. It consists of an image matrix of (h x d x ¢) dimensions, where h, w, c is the height width and
channels and a filter.

The fish dataset used in the research work is taken from the QUT fish dataset. It is first used for the
comparison among various deep learning structures by using the method entitled local Inter Session
Variability (ISV). Actually, local ISV is a classification method, which helps in the extraction of features.

The training and testing is performed on different classes of data. It is impossible to compare
3960 images directly in different environments. Therefore, the images are divided into three categories:
“controlled”, “out-of-water” and “in-situ”.The images contained in the “controlled” environment are of
several types of fish species taken with a constant background. The images contained in “out-of-the-
water” category are captured out of the water without any background changes, and the illumination
conditions are also very limited. The images contained in “in situ” category are captured underwater in its
natural environment. Furthermore, the QUIT Fish data-set used in this research is challenging in different
ways due to some limitations that are faced during the execution of the classification and localization.

The Fig. 2 shows the flow diagram of the proposed methodology by unveiling all the steps involved in
the study. In the first stage, the input images are resized to a single scale of 224 x 224 as the size of fish
images varies. The images are then normalized between the desired ranges to have a better prediction.
The labels of the dataset are also converted to one-hot-encoding to make one-hot vectors. The labels and
images are then split into test and train sets along with training the model. Following the training, the
predictions are made from the model.
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Figure 2: Flow diagram of proposed methodology

The sample number of training and testing data is shown in Tab. 1, and the sample figures from QUT
dataset are shown in Fig. 3. This data is challenging in terms of different aspects:

Table 1: The number of samples for training and testing set on some sample classes

No Name Training Testing Total
1 Acanthopagrus berda 8 3 11
2 Cephalopholis cyanostigma 10 4 14
3 Cheilio inermis 12 5 17
4 Cirrhilabrus exquisitus 11 5 16
5 Coris caudimacula 11 5 16
6 Halichoeres marginatus 12 5 17
7 Lethrinus nebulosus 16 7 23
8 Lutjanus sebae 15 6 21
9 Oxymonacanthus longirostris 18 8 26
10 Thalassoma purpureum 12 5 17
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(e)

Figure 3: (a-f): Sample images from QUT fish dataset

e A class imbalance between different classes. For example, if one class has five fish images, then others
have 20 to 30 images.

e Limited amount of data, while deep learning architecture’s require a huge amount of data.
e To solve this issue we have performed the following techniques:

3.1 Focal Loss for Imbalance Classes

Various loss functions are used to handle different deep learning-based issues, such as class imbalance,
boundary refinement and the reduction of False Positives (FP). Actually, focal loss is used in the scenarios
where we have extreme imbalance classes [20]. For example, in the case of object detection where the
imbalance between foreground and background is 1:500, class imbalance is necessary to handle because
it causes:

e Training gets biased as most of the instances contribute less on training, while others contribute more.
e The issues of over-learning which leads to being biased.

3.2 Training
The following setting will be used for training of model training as illustrated in Tab. 2.

3.3 Class Balance Using Weights

Weight balancing is also a technique to handle the class imbalance problem. Sometimes, we want to give
some classes more importance than others, as some classes contain fewer instances compared to others,
instead of generating more elements for these classes, which is time taking process and requires extra
resources.

3.4 Transfer Learning

As we have discussed the problems of having less data in the above mentioned sections, in transfer
learning, we can transfer knowledge (Features, weights etc.) from previously trained model to a new
model. This saves both time and efforts to train a model from scratch along with tackling the problems of
limited data.
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Table 2: Hyper-parameters used for training of the proposed model

Stage Hyperparameter Value
Initialization Weights Xaviour (Default)
Activation function ReLu Default
Regularization Batch normalization 2D Mean =0
Standard deviation =1
Training Epochs 50
Model parameters Batch Size 6
Loss function Focal loss
Optimizer Adam (0.001)
Total parameters 28,513,520
Trainable parameters 28,340,784
Non-trainable parameters 172,736

3.5 Data Augmentation

As most of the deep learning algorithms based on CNN require more data to generalize well, we need to
do data augmentation task to make model being easily converged along with overcoming the problems of
limited data, which eventually assists in reducing the over-fitting issue during the training stage. For the
augmentation task, we duplicate the images by:

e Randomly shifting images horizontally

Randomly shift images vertically
Horizontally flip

Vertically flip

Rotating images by 90 degrees

Adding noise in images

In addition, we use Z-Score normalization in each color channel for red, green and blue channels. Focal
loss is a variant of the cross-entropy loss function to handle the class imbalance problem. In our problem
domain, we have an imbalance between classes and it gives fewer weights to easy samples and
concentrates more on hard samples. Also, y parameter is used to give fewer weights to easy samples. The
y is usually from 1 to 5. In our case, we have set y=1.

3.6 Performance Measures

Different performance measures are used in this study for the assessment. For the localization task, we
use precision, recall, accuracy and fl-score. Accuracy is defined as the measure of finding the predictions in a
correct way, and it can be written as:
TP

Accuracy = 2)
TP+ TN + FP + FN

where
TP = True Positive (Set of examples that belongs to true class and predicted as true)

TN =True Negative (Set of examples that belongs to negative class and predicted as negative)
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FP = False Positive (Set of examples that belongs to true class and predicted as negative)

FN =False Negatives (Set of examples that belongs to negative class and predicted as true)

- TP
Precision = ——— 3)
TP + FP
P
Recall = —— 4)
TP + FN

2% (R Precisi
F1— Seore = 2% (Recall * Precision)

5
Recall + Precision )
Whereas, for the localization, Mean loU is used, this tells us how far two regions match with each other.

It is defined as:

ANB

oU=""o
oU =" (6)

where A and B are two bounding boxes, A is the actual bounding box and B is the predicted one.

4 Results and Evaluation

In this section, we have presented the results along with the discussions.

4.1 Classification

We have used EfficientNet pre-trained on ImageNet for effective training, and fine tuned with Global
Average Pooling (GAP) for the effective prediction. In addition, different parameters are adjusted to have
a better prediction. The learning of model on different epochs having varying accuracy will lead to a
suitable learning rate, which helps to build a good model. Moreover, to improve the model performance,
we alter the last layers with fully-connected and global average pooling layers. The GAP layer helps to
aggregate global level information, and averaged information contains all the information. It helps the
model to decrease the loss along with being converged quickly. The results show that training the model
on 50 epochs with a reduced learning rate of 0.001 shows good performance. The Tab. 4 shows the
comparison of classification results using various techniques with our proposed architecture. Most of
these architectures do not use all classes. In [36], a proposed model by modifying standard Alexnet
architecture is proposed. Their proposed architecture is simple and achieves good results, but they
perform experiments on only 6 classes along with selecting the classes having maximum number of
instances Tab. 3.

Table 3: Results comparison of our proposed technique with previous work done on QUT dataset

Reference Technique used Number of Training Validaion
classes accuracy accuracy
[36] Proposed CNN architecture 6 90.48% 89%
[40] Proposed modified AlexNet 8 97.10% 93%
architecture
[41] VGG16 50 91.36% 90%
[37] BCNN + Refined SE block 60 80.12% 58.56%

Proposed Proposed transfer learning 463 95% 85%




2134 CSSE, 2023, vol.45, no.2

Table 4: Performance measures score of classification task on training and testing sets

Precision Recall Accuracy F1-score
Training 0.9972 0.9918 0.9949 0.9943
Testing 0.7547 0.6989 0.7891 0.7445

Similarly, in [37], they use VGG16 model and train the network on 50 classes. Also, they achieve
training and validation accuracy of 91.36% of training and 90% of validation accuracy. Transfer learning
solutions have been also proposed for classification of fish species by [37]. They use 60 classes and
achieve 58.56% validation accuracy. Moreover, our proposed technique achieve 78% validation accuracy
on all classes Tab. 5

In addition, we train the model on 100 epochs and use patience parameter to stop training until the
network stops learning. Our networks achieve 99% precision, 99% recall, 99% accuracy and 99% F1-
score on training data and 75% precision, 70% recall, 78% accuracy and 74% F1-score on testing data.

Table 5: Mean loU score of localization task on training and testing sets

Mean IoU
Training 0.8453
Testing 0.5712

4.2 Localization

For focalization, we have proposed an architecture that preserves the location information effectively.
We train the network for 50 epochs and it achieves 84% Mean IoU on the training data and 57% Mean
IoU on the testing data.

Also, for localization, we have used smooth L1-loss function that calculates the L1 distance between all
8 coordinate values and mean IoU as a performance measure that calculate how two images overlap with
each other. As it can be seen in Figs. 6 and 7, the network converges fast, and the converge becomes
slow after the five epochs. The loss reaches to 0.2 after the 20 epochs, and accuracy reaches 0.6. In
Fig. 10, the network loss decreases fast to 1, and the loss reaches 0.5 after 20 epochs. Similarly, the
convergence graph of mean IoU in localization task, as shown in Fig. 11, fluctuates a lot till 50 epochs
and converges till 0.45, and the convergence becomes smooth after 0.5. The Fig. 4 clearly shows that the
network starts learning and converges to optimal points after the number of epochs.

The Fig. 4 shows the feature maps taken from intermediate layers of the network. The predicted
probability values are shown from green to yellow colors. The yellow color represents large probability
values, and blue color presents small probability values. The regions in the feature maps having green to
yellow pixels show that the probability values are high. Visualizing these features maps helps to identify
the working of deep learning-based models easily. The training and wvalidation curves on different
performance measures are shown in. Fig. 6. The network converges fast till 10 epochs and the
convergence then becomes smooth and network converges smoothly. In Fig. 7, the learning curve of
accuracy is shown. The network converges fast till 10 epochs and the convergence then becomes slow.
Also, the learning curve becomes smooth after 30 epochs. The Fig. 8 shows a learning curve of recall,
and it can be seen that the recall score converges fast to 0.5 after 10 epochs, and the recall increases to
0.8 from 0.6 after 20 epochs, and then the convergence become slow and network converges to 0.9 till
50 epochs.The Fig. 8 shows the Fl-score curve of both training and validation set. The convergence of
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F1-score is quite slow and smooth as compared to other measures. The network converges slowly to 0.8 from
0.0 till 5 epochs, and the convergence then becomes slower, and finally it converges to 0.8 till 50 epochs.
These learning curves are on 50 epochs. These curves show that the loss decreases significantly, while
other performance measures get increased. We can note that the performance measures converge fast till
10 to 15 epochs, and the convergence then becomes slow. The proposed architecture for the localization
is shown visually in Fig. 5 in which the architecture consists of 15 layers with residual blocks having

skip connections between them.
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The Figs. 9 and 10 show the training and loss curves of the localization task on both the training and
validation set. The Fig. 9 shows the loss curve, and Fig. 10 shows the training curve. In Fig. 9, the
network loss decreases to 0.5 after 5 epochs and then it becomes straight. Moreover, the score of
confusion matrix is unveiled in Fig. 10.
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5 Conclusions and the Future Work

We have proposed a transfer learning-based approach to classify large scale fish species. In addition, the
literature shows that a limited amount of work has been done on large fish species classification. Our dataset
consisted of 3950 fish images, and the localization of such images was also a challenging task because these
images were not taken in any controlled environment. The pictures were divided into three categories: in-situ,
outside and controlled environment.

Moreover, we have performed extensive experiments on datasets for results evaluation. Also, we
handled the class imbalance issues by using class weights and focal loss function. In addition, we used
transfer learning-based pre-trained model on ImageNet for the classification that improves the
classification performance. The task of Large scale fish prediction and detection is important as it leads to
build a system that helps the marine scientists and people in terms of detection. Building such system is
quite difficult due to data imbalance, large number of classes and less data. To solve these problems we
adopted transfer learning based technique to fine-tune our model along with pre-training on ImageNet
weights. For training the network, we used focal loss, which is an extension of cross-entropy for large-
scale classification, and class weights equally assigned weights to all the labels. For the Localization
problem, we proposed a CNN based architecture which consisted of location aware block that captured
the context and location features, which helped in localization. In the future, with the ongoing
developments in technologies, the performance of the system will be further improved with the less
complexity [42—49].
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