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Abstract: Noise pollution tends to receive less awareness compared to other types
of pollution, however, it greatly impacts the quality of life for humans such as
causing sleep disruption, stress or hearing impairment. Profiling urban sound
through the identification of noise sources in cities could help to benefit livability
by reducing exposure to noise pollution through methods such as noise control,
planning of the soundscape environment, or selection of safe living space. In this
paper, we proposed a self-attention long short-term memory (LSTM) method that
can improve sound classification compared to previous baselines. An attention
mechanism will be designed solely to capture the key section of an audio data ser-
ies. This is practical as we only need to process important parts of the data and can
ignore the rest, making it applicable when gathering information with long-term
dependencies. The dataset used is the Urbansound8k dataset which specifically
pertains to urban environments and data augmentation was applied to overcome
imbalanced data and dataset scarcity. All audio sources in the dataset were normal-
ized to mono signals. From the dataset above, an experiment was conducted to
confirm the suitability of the proposed model when applied to the mel-spectrogram
and MFCC (Mel-Frequency Cepstral Coefficients) datasets transformed from the
original dataset. Improving the classification accuracy depends on the machine
learning models as well as the input data, therefore we have evaluated different
class models and extraction methods to find the best performing. By combining data
augmentation techniques and various extraction methods, our classification model
has achieved state-of-the-art performance, each class accuracy is up to 98%.

Keywords: Urban noise; noise classification; mel-spectrogram; MFCC; LSTM;
self-attention

1 Introduction

Pollution in general is a pressing global issue. In addition to environmental, air or light pollution, noise
pollution is gaining attention as it significantly affects quality of life for humans. It has been proven that
exposure to noise pollution can lead to health issues such as stress, high blood pressure, heart disease,
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sleep disruption, hearing loss and even learning and cognitive impairment in children [1], not to mention the
impacts on the economy [2], and society or the major disruption on ecosystems [3—5]. Out of all the types of
environmental pollution, noise pollution receives the least awareness, possibly a contributing factor as to
why exposure to noise pollution has exceeded safety limits in many countries [6]. The impact of noise
pollution affects everyone alike, irrespective of wealth or income levels. The World Health Organization
claims that exposure to sound levels of 70 dB or less, even for a lifetime, will not cause any health issues
[7]. However, short-term exposure to loud noise is inevitable, and limits for children and adults differ.
For children, the peak sound pressure that they are exposed to must not exceed 120 dB. For adults, the
limit for sound pressure levels is 140 dB. Some sources causing noise pollution are traffic, public address
systems, railways or neighborhoods. In areas where there is indiscriminate use of vehicle horns or
loudspeakers, people could face health hazards such as headaches, deafness or nervous breakdow [8].
With exposure to noise above 75 dB, for more than 8 h a day for long periods of time, hearing
impairment can occur. When exposed to a bursting cracker, tinnitus will occur and possibly even
permanent hearing loss. Another hazard of noise pollution is causing sleep disturbances, especially when
noises cause awakening in early morning hours and results in difficulty falling asleep again [9]. With the
identification and classification of noise, solutions can be identified to eliminate noise pollution and
elevate quality of life. Noise management is essential for improving air quality, transport planning, urban
planning and green area planning, by targeting noise pollution. As traffic is one of the most significant
contributors to noise pollution, the European Commission [10] proposes to establish quiet areas within a
city and develop cost-effective plans to reduce noise. By limiting or controlling volumes of traffic in an
urban area, there will be a direct impact on improving noise pollution. Profiling of urban noise using Al
is a way to help further research on noise reduction that focuses specifically on cities and urban areas, as
accurate classification leads to efficient reduction.

2 Related Works

Prevention of noise pollution is possible, and one method is by reducing noise emissions. Asmussen
et al. [11] investigated reducing noise emission from railways by increasing damping, which has been
shown to reduce vibration of energy and reduce noise generated by tracks. The results of their
investigation showed a reduction in noise of up to 4 dB from increased damping, and future
improvements in the size and spacing of the dampers could further reduce noise. Instead of reducing
noise, Renterghem [12] conducted a study on creating insulation against noise using green roofs. It was
found that using green roofs were able to reduce sounds heard near or inside a building by 20 to 30 dB
compared to 10 to 20 dB of non-vegetated insulation roofs. This is due to the high surface mass density,
low stiffness, and damping properties of green roofs, making them an effective insulator for sound
transmission. Halim et al. [13] investigated other forms of noise barriers as a prevention method using
hollow concrete blocks and panel concrete. They concluded that hollow concrete blocks were able to
reduce noise transmission by up to 9.4 dB and that this insulation remained stable for 1 month.

Previously, a traditional method of classifying noise was using the Gaussian mixture model (GMM), as
Ozerov et al. [14] have done in their study by using it to recognize who said the last sentence in a
conversation. An advantage of using GMM, especially when trained using clean data, is that some
models are able to cope with missing data from nonstationary distortions when features are sometimes
masked. However, collecting clean data is difficult; For example, indexing television requires recognizing
when each speaker is speaking, and recording in a controlled environment is not always possible.
Ma et al. [15] on the other hand, used the hidden Markov model (HMM) to classify noise in urban
environments. Their investigation showed that HMM is efficiently modeled when sound is produced from
a single point source, resulting in an accuracy of 100% in 3 of 10 tests. But in an environment where
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mixtures of noises exist, HMM has difficulty being modeled as some components are not stationary and have
no constraint on the form of sounds which results in the classifier not recognizing noises.

Artificial intelligence (Al) is extremely versatile and capable of making decisions independently of
humans through algorithms and functions that allow Al to discriminate and label various sensory input.
Utilizing neural networks, deep learning and Markov models, the application of Al in sound classification
is impactful. Classification with neural networks operates by extracting information in the form of feature
vectors. A problem arises with sound due to information being mixed together, creating difficulty for
classification. Anagnostopoulos et al. [16] have also discovered that classification of sound in real life
situations will challenge neural networks as people sometimes speak in short bursts and make non-
linguistic sounds (um, ah). Among Al approaches to sound classification, deep learning is widely
preferred due to its ability to handle large amounts of data, usually showing better performance compared
to neutral networks, according to the review by Lecun et al. [17]. This technique utilizes brute-force
training, however, which doesn’t always result in accuracy because of overfitting. Cisse et al. [18] have
demonstrated the inaccuracy of deep learning in a study of fooling deep learning models using adversarial
input, where the inputted phrases are nonsense but sound similar to legitimate phrases. Markov models,
specifically HMM, are one of the most notable Al systems used for sound classification. It benefits sound
classification by having a time series probability distribution, resulting in efficient modeling as each word
cues the next word likely to appear. Ikhsan et al. [19] has tested HMM in the classification of digital
music genres and obtained a maximum accuracy of 80% for 40 amounts of data of each genre. This
value is a significant increase from a similar study by Brendan [20] using neural networks that resulted in
a maximum accuracy of 67%. Various research has been carried out with the aim to classify sound and
improve urban noise pollution, many of which take advantage of Al for efficiency. Bai et al. [21] mapped
the distribution of noise with urban sound tagging (UST) to identify whether noise pollution is audible or
not, leading to optimization of technology monitoring noise pollution. A convolutional neural network
(CNN) based system for UST was utilized so that urban sound could be detected with spatio-temporal
context and make use of the capability of feature extraction, but the model had difficulty identifying some
sounds due to distractors present. Davis. [22] experimented with environmental sound classification using
CNNs along with various data augmentation methods. As data augmentation allows the quality of
training data to increase, the accuracy of the system was higher. The study concluded the highest
accuracy of 83.5% by using the time stretch augmentation dataset. When testing urban sound
classification with CNNs compared to long short-term memory (LSTM), Das et al. [23] discovered
LSTM shows better results than CNN for many features used. Zhou et al. [24] also used CNN to classify
environmental sound, although with a focus on the network input issue which few studies have
investigated. Their experiment results reveal that input does have an effect on classification performance,
with the best performance achieved with moderate time resolution input spectrograms. Salamon et al. [25]
proposed a new approach to deep CNN, using audio data augmentation to overcome data scarcity, for
environmental sound. These augmentation methods will be applied to training data with the purpose of
making the network become invariant to deformations and generalize better data.

From the previous studies mentioned, researchers intend to improve machine learning models or input
data enhancement, or both, to reach the highest classification accuracy. The training data used are key to
achieving high accuracy. Data input must be of high quality, requiring data augmentation and removal of
distractors to be performed on training data. Although most studies use CNN, we will use LSTM since
this system yields better results. Furthermore, self-attention layers will be included to minimize the total
computational complexity. An advanced machine learning technique, the self-attention LSTM method,
was applied to our urban sound-noise profiling problem. As proposed by Wang et al. [26], an attention
mechanism that can capture the key part of a sentence in response to a given aspect will be designed.
This has proven to be beneficial, improving performance compared with several baselines. The method is
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practical as we only need to process important parts of the data and can ignore the rest, making it applicable
when gathering information with long-term dependencies. We plan to train our deep learning model with the
Urbansound8k dataset to make our classification diverse and specific without sacrificing accuracy. Data
augmentation techniques such as time shift and random noise with extraction methods such as mel
frequency cepstral coefficients MFCC, mel-spectrogram will be combined for testing on our proposed
training model.

3 Methods
3.1 Schematic Design

The overall structure of our proposed profiling urban sound system is given in Fig. 1. It consists of serial
models such as data augmentations, spectrograms’ specialty extractions mechanism, and LSTM layers.
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Figure 1: Proposed schematic system

Sound from noise sources in cities are standardized and transformed into the mono format with the
sample rate of 22050 Hz. Noise sources will then be extracted into two types of acoustic feature, mel-
spectrogram and MFCC from each recording. For the sake of our approach, we have used two LSTM
layers. The LSTM model is inductive bias, therefore missing functions to help the model actually learn
related things to the input. This leads to errors that tend to occur to long inputs such as vanishing
gradients, not compatible with structural data. By adding self-attention layers to the hidden state stage,
we have created a vector representing each time interval. In this way, the representing vector can grasp
important details over time. These hidden vectors will be connected to the hidden state stage and will be
considered in the input as abstract information. Finally, fully connected layers are utilized to learn this
abstract information, and softmax regression is used to find the probability distribution of the output.

3.2 Dataset Preparation

Our chosen dataset for training is the Urbansound8k dataset [27]. This dataset is composed of
8732 labeled sound excerpts, each with a duration of four seconds or less. The sounds are divided into
10 profiles that include air conditioning, car horn, children playing, dog bark, drilling, engine idling,
gunshot, jack hammer, siren, and street music.

The sounds from this dataset specifically pertain to urban environments, making it ideal for our aim of
profiling urban noise. To generate new samples and overcome the problem of imbalanced data and dataset
scarcity, we applied different data augmentation methods to extend the data available. Several data
augmentation methods are used to alter the sounds and generate variety such as time shifting which
moves the time of the audio profile forward or backwards randomly within 230-1360 milliseconds and
adds random noise with randomized data from 0 to 0.5%. The results after augmenting the data have
been divided into 3 parts: 68% training, 12% valid, and 20% test. Tab. 1 represents the results collected.
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Table 1: Class distribution of our dataset

Sound class Train (68%)  Test (20%)  Valid (12%)
Car-horn 294 86 49
Children-playing 694 183 123
Dog-bark 679 201 120
Air-conditioner 683 203 114
Drilling 679 206 115
Street-music 640 230 130
Siren 652 165 112
Jackhammer 672 208 120
Gun-shot 262 72 40
Engine-idling 682 193 125
Total 5937 1747 1048

3.3 Audio Spectral Feature Extraction

In our profiling investigation, we have used spectral features where we converted audio that has gone
through data augmentation from time domain to frequency domain using Fourier transformations. Two
different features investigated using the deep architectures are mel-spectrograms and MFCC [28] features,
as they provide distinguishable information and representations that are effective in classifying audio
signals more accurately. Mel-spectrogram is one of the more popular features used for sound
classification due to its suitable characteristics. It can provide the training model with sound information
similar to what humans can hear. This means that the spectrogram also mimics our ability to differentiate
lower frequencies more easily than higher frequencies.

Extracting features from audio signals is made easier with the help of the Torchaudio [29] library where
built-in Python functions exist to generate the required spectrograms. The features collected from the mel-
spectrogram or MFCC are the loaded audio and the sample rate of audio at a default of 22050 Hz, which
are then processed by Torchaudio’s functions. The function returns 128 mel-spectrogram and 40 MFCC.
Using the “car-horn” sound as a particular data sample and extracting the spectrogram, we obtained
Fig. 2 presented according to mel-spectrogram and Fig. 3 is presented according to MFCC.
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Figure 2: Mel-spectrogram of car horn
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Figure 3: MFCC of car horn
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3.4 Model Architecture

3.4.1 Long Short-Term Memory

LSTM is a network capable of remote dependent learning, first introduced by Hochreiter &
Schmidhuber in 1997, then improved and applied in many fields such as: robot control, time series
prediction, speech recognition, and time series anomaly detection. Fig. 4 illustrates the architecture of a
standard LSTM. In Fig. 4, there is supplementing cell internal state s, and the three gates for cells
including forget gate f;, input gate i;,, and output gate o;. At each time step ¢, every gate receives input
values x, representing a cell in the input and the /4,_; value from the output of the memory cell from
previous time steps ¢ — 1.
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Figure 4: Architecture of a standard LSTM cell



CSSE, 2023, vol.45, no.2 1315

Each gates have their separate and specific goal:

Forget gate: removes unnecessary information before they reach the cell internal state

Input gate: selects necessary information to add to the cell internal state

Output gate: identifies information from the cell internal state to be considered as output information

Regularly each cell in LSTM will be represented by the formulas below:

fi = o (Wrxi + Wy phi—y + by) (1)
5t = tanh(W§,xxt + Wiphi—1 + bs) ()
iy = tanh (W, x, + Wiphi—y + b;) 3)
si=f s +i () €
0, = J(W,,,xxt + Wonhi—1 + b(,) (5)
h; = o, @tanh(st) (6)

where x; is the input vector at each time step ¢, Wy x, Wrn, Wix, Win, Wiz, Win, Wox, W, are the weighted
matrices and by, b;, b;, b, are biases of LSTM to be learned during training. f;, i;, o, each contains
activation values for the input, forget and output gates respectively. ¢ is the sigmoid function and ()
stands for element-wise multiplication. s;, § each contains vectors representing cell internal state and
candidate value, and /4, is a vector of the hidden layer. We regard the last hidden vector 4y as the
representation of sound noise and put Ay into a soffmax layer after linearizing it into a vector whose
length is equal to the number of class labels. However, the standard LSTM cannot detect which is the
important section for aspect-level classification. In order to address this issue, we propose to design an
attention mechanism that can capture the key part of an audio in response to a given aspect.

3.4.2 Self-Attention with LSTM

Attention functions will be used, where a query and a set of key-value pairs will be mapped to an output.
The vectors are the query, keys, values, and outputs. Computing the weighted sum of the values will result in
the output and the weight assigned to each value will be found from computations of the compatibility
functions of the query with the corresponding key. The self-attention mechanism, also known as the
scaled dot-product attention mechanism described in the study [30], is shown in Fig. 5.

query (q)
> Wa
input key (k) attention|weights
value (v) output

Figure 5: Scaled dot-product attention system
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In the figure mentioned above, the input passes through the query ¢ and the key & following dk. We have
calculated the cross product of queries and keys, divided it by the root square of d, and sofimax was applied to
get the weight between [0 — 1], then the output would be equal to the product of the same weight above and
the value v. So, ¢, k and v vectors are actually neural networks, therefore if they have the same input as
q(x), k(x) and v(x) then they are self-attending. With our input as 4 [1, 2, ...,N], the self-attention
expression is written as:

a(h) = attention(h) = softmax (M) v(h) (7)

k(h)

By adding the 2 vectors (4, and W,a(h)) to create a new /4* vector:
h* = concat(hy,, W,a(h)) (®)

where, h* are projection parameters which carry information from the hidden state and attention to be learned
during training. W, is the weight to convert a(h) into vectors, with /4, as the hidden state at their final status.

The attention mechanism allows the model to capture the most important part of an audio data series
when different aspects are considered. A softmax layer is immediately followed after that to transform /4*
into conditional probability distribution.

v = softmax(Wh™ + by) )

where W, and by are the parameters for the sofimax layer.

4 Results and Discussion

We used Google Colab as our training environment along with Python and the Pytorch library. The
NVIDIA Tesla P100 PCie 3.0 was also used with 16 GB of RAM and 12 GB of RAM (Random Access
Memory) on the CPU (Central Processing Unit). We did the training in 50 epochs and in the process, we
saved all checkpoints where the valid loss is the highest. At the end of the training process, we loaded
every checkpoint and predicted the outcome of the data collected from training. Our research process led
us to identify mel-spectrogram and MFCC as inputs that would produce the highest accuracy. Results
gathered show the mel-spectrogram as the feature that achieved higher accuracy in both LSTM and self
attention LSTM models. Although MFCC is a widely used feature in sound classification, in our study
mel-spectrogram yields better results by a small margin. This could be due to the fact that urban sounds
are being classified and MFCC is less accurate because its representation is very compressible, likely to
be more decorrelated as well. From interpreting results of training loss and accuracy, mel-spectrogram is
the better input.

4.1 Loss Function

The sample datasets were randomly divided into the training set, validation set and test set with ratios as
shown in Tab. 1. Using these samples, the identification model is trained and verified. Dividing the dataset
into several batches helped speed up the training process. Based on the memory of the workstation, the batch
size was set to 50. Random initialization was used to initialize the model parameters. The number of training
epochs is set to 100. The difference between the spans of collected vocalization signals caused the number of
spectrograms for each urban noise in the sample set to differ. Hence, we introduced the weighted cross-
entropy as the loss function of the model. The problem of having unbalanced data can then be solved as
the loss function can increase the weight of the urban sound noises with few samples. Fig. 6 shows the
loss of function during training, we see the self attention LSTM models overall experience a decrease in
loss over epoch faster than LSTM models. The reduction in training loss is interpreted as our model
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having improved accuracy. In each epoch, data is passed forward and backward. Although our training
models had up to 100 epochs, training loss stops improving at around 90 epochs for all models.
Therefore, an ideal model should have about 95 epochs. The results above suggest this is a suitable
stopping point as using more epochs may cause overfitting to occur because the model is memorizing the
data given. Large amounts of repetition will allow our model to work effectively with the training data
chosen, but will not function well for other datasets.

train_loss
LSTM_MFCC AttentionLTSM_MFCC LSTM_Mel
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Figure 6: Training loss with various models

4.2 Performance of Metric

The metric we will be using in both of our models is an accuracy metric which is the fraction of our
model’s predictions. It represents the validation data accuracy of the model during training and is
calculated by taking the number of correct predictions divided by the number of total predictions.

Our model’s training accuracy is portrayed in Fig. 7. An increasing trend in accuracy for all four models
is shown as the epoch increases from 0 to 100, which is reasonable as the data are reviewed more times. With
the self-attention LSTM models, it takes about 60 epochs, a relatively short time, for convergence. Training
beyond this will likely result in overfitting. At certain points the values from the MFCC input may result in
higher accuracy but in general the mel-spectrogram input yields better results. As predicted, the self-attention
LSTM models with mel-spectrogram and MFCC result in higher and stabilized accuracy compared to LSTM
models. The steep initial increase in accuracy of the LSTM functions is due to the effectiveness of self-
attention. The weakness of LSTM models is the inability to detect important parts for aspect-level
classification. This leads to low convergence, and the accuracy reached is not at a sufficient level for the
classification model to be used. Such results support our reasoning of including self-attention in the
training model. After training, checking with the validation dataset allowed us to compare the accuracy of
the process as shown in Tab. 2. The highest accuracy is 90.21%, achieved by the self-attention LSTM
model with mel-spectrogram input. The difference between the accuracy of the LSTM model with MFCC
input and self-attention LSTM with mel-spectrogram is rather significant. It can be reasoned that the
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choice of using a self-attention model capable of identifying relevant information combined with the less
compressible mel-spectrogram input was a sound decision to improve accuracy.
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Figure 7: Training accuracy with various models

Table 2: Comparing the performance between models on the validation dataset

LSTM Self-attention LSTM

MFCC 80.38% 88.77%
Mel-spectrogram 85.12% 90.21%

4.3 Fusion System

We have demonstrated the confusion matrix of our best performing approach which is self-attention
LSTM using stacked features of mel-spectrogram. Since it outperformed all the previous models, we
declare our approach as the best solution for urban sound noise classification.

The confusion matrix reported for this case in Fig. 8 shows that the architecture is successful in modeling
even though some sounds are identical, the percentage of profiling them accurately is very high. An example
of this is the “children-playing” class and the “street-music” class. Our model still classified them at a very
high accuracy of 83%. The result indicates that with our model, classifying almost identical sounds is
possible, with a rather high accuracy rate. With the jackhammer class, our model was able to predict and
classify it with an accuracy of up to 98%, likely because this noise source is different and difficult to be
confused with other common noises in an urban environment. The reliability of the results found is
supported by the large amount of training data, data augmentations, and data specifications.
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Figure 8: Confusion matrix of our system

5 Conclusions

While mentioned works when using CNN to classify environmental sound sources of the
UrbanSound8k dataset to ultimately classify urban noises achieve results like 91% [31] and 93% [32],
We on the other hand presented an approach to sound classification and proposed the use of a machine
reading simulator to address the limitations of recurrent neural networks when processing inherently
structured input. Our model is based on a LTSM architecture embedded with a memory network,
explicitly storing contextual representations of input tokens without recursively compressing them. More
importantly, a self-attention mechanism is employed for memory addressing, as a way to induce
undirected relations among tokens. The attention layer is not optimized with a direct supervision signal,
but with the entire network in downstream tasks. Both models have been trained and tested with the
original UrbanSound8K and its augmented dataset. Various features are tested such as mel-spectrogram
and MFCCs in combination with the architectures to reveal the best feature architecture combination. The
result of the fusion multi-channel modes has gained excellent performance profiling urban sound noise,
we recommend that researchers choose self-attention for profiling sound problems and if possible, even
for problems that involve highly complex sound.

Many different tests and experiments have been left for the future due to time constraints. This problem
is caused by the process of gathering real data in the open world. This act is very time-consuming, taking
days to gather enough sound to be classified. Our future work will go deeper into the analysis of a
particular mechanism, applying our system to different sound classes or we will even apply sound
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classification on an embedded system for noise recognition purposes. From there we can evaluate the need
for clear spaces in cities to reduce noise.
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