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ABSTRACT

With the continuous increase in the proportional use of wind energy across the globe, the reduction of
power generation efficiency and safety hazards caused by the icing on wind turbine blades have attracted
more consideration for research. Therefore, it is crucial to accurately analyze the thickness of icing on wind
turbine blades, which can serve as a basis for formulating corresponding control measures and ensure a safe
and stable operation of wind turbines in winter times and/or in high altitude areas. This paper fully utilized
the advantages of the support vector machine (SVM) and back-propagation neural network (BPNN), with
the incorporation of particle swarm optimization (PSO) algorithms to optimize the parameters of the SVM.
The paper proposes a hybrid assessment model of PSO-SVM and BPNN based on dynamic weighting rules.
Three sets of icing data under a rotating working state of the wind turbine were used as examples for model
verification. Based on a comparative analysis with other models, the results showed that the proposed model
has better accuracy and stability in analyzing the icing on wind turbine blades.
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1 Introduction

Wind energy is a type of green energy that can potentially replace fossil fuels and is currently
being vigorously developed across the world. There are abundant wind resources on mountains,
hills, valleys, lakes, and offshore areas. The cold and wet weather in high altitude and high
elevation areas/regions are considered the main causes of icing on wind turbines. This problem of
icing on turbine blades is often fatal and can be a serious safety hazard as well. The increase in
loading and imbalance of wind turbine blades during normal operations because of icing, does
not only affect the power output of the wind turbine, but may also easily lead to ice shedding due
to the high-speed rotation of the blade, which potentially leads to safety related accidents [1-3].
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These potential problems are the reason why it is important to properly analyze the icing of wind
turbine blades.

At present, the diagnosis methods of wind turbine blade icing include blade icing detection
system, ultrasonic method, numerical simulation method, state parameter method, data-driven
method, etc., Skrimpas et al. [4-8] utilized an ice detection system or an external icing sensor to
detect the icing state of the blades, However, the use of sensors to detect icing on wind turbine
blades has detrimentally exhibited some problems that have resulted in increased costs of wind
turbine manufacture, installation, operations, and replacement. At the same time, the installation
of the sensor may change the aerodynamic performance of the blade, and with its continuous
use under severe working conditions, the measurement error gradually increases and the accuracy
decreases.

Muioz et al. [9] adopted the ultrasonic method to accurately identify the icing state of the
blade, but it cannot work normally when the weather condition is adverse. Villalpando et al. [10]
used data analysis model to detect blade icing condition based on numerical mode and experi-
mental mode, but there was no unified standard for the selection and calculation of parameters
in the numerical simulation process, so it was difficult to ensure the accuracy of model analysis.
Makkonen et al. [11] studied the sensitivity of the icing model to meteorological conditions,
focusing on the study of the icing mechanism of wind turbine blades based on meteorological
conditions, and compared the model prediction results with the ice cave icing test results. The
validity of the model is confirmed. Dierer et al. [12-22] based on data mining and monitoring and
control systems, a multivariate statistical method is used to build an intelligent model based on
a large amount of data to detect and analyze the icing data of wind turbine blades to determine
its icing status However, its model algorithm has higher requirements for feature screening. If
effective feature screening cannot be performed, the accuracy of the overall algorithm is difficult
to guarantee.

It is often practically convenient to assess and quantify the ice thickness by analyzing the
changes in the environmental factors of icing on wind turbine blades. However, the operating
environment of wind turbine blades is harsh, and many factors affect the icing process, such
as temperature, humidity, wind speed, drop diameter, etc., which is a non-stationary random
process. This requires icing prediction models of wind turbine blades to have strong generalization
ability, accuracy, and stability. Based on outdoor natural environmental experiments, this paper
established a mapping relationship between the environmental factors and wind turbine blade
icing thickness. The environmental factors considered included temperature, humidity, wind speed,
and droplet diameter. This paper innovatively proposes a hybrid model of PSO-SVM+BNPP for
assessing and quantifying the icing on wind turbine blades accurately and as stable as possible. In
the analysis, PSO was used to optimize the parameters of the SVM, while the PSO-SVM and the
BPNN model were combined using dynamic weighting. This enabled the thickness of the wind
turbine blade icing to be analyzed quickly, accurately, and steadily.

The rest of the paper is arranged as follows: Section 2-introduction of the single analysis
method and the hybrid model used in the study. Section 3-data collection through experimenta-
tion and the establishment of the mapping relationship between multiple influencing factors and
the degree of icing on the wind turbine blades. Section 4-utilization of the performance evalua-
tion indicators to compare the performance of the models in icing on the wind turbine blades,
and Section 5—further verification. And lastly, Section 6-the conclusion and recommendations.
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2 Study Methodology

2.1 Particle Swarm Optimization (PSO)

PSO is an evolutionary computational algorithm. It is based on the concept that each particle
can find the best local position according to its own flight process experienced in n-dimensional
space. Moreover, the particle knows the best neighboring position, and its position and velocity
are updated iteratively using the flight experience of its own history and that of the other
particles’ [23-25].

The advantage of PSO is its simplicity and relative ease of implementation. Furthermore,
it does not need many parametric adjustments to reach iterative convergence. The particles have
only two attributes, namely: velocity (v) and position (pop), respectively. The positive and negative
values of velocity represent the direction of their movements whilst all the values of position need
to be absolute [26-28]. During analysis, each particle searches for the optimal solution individually
in the search space and records it as the current individual extreme value (Pbest). Thereafter, it
shares the individual extreme value with other particles in the entire swarm of particles. Lastly,
it finds the best individual extreme value as the current global optimal solution (Gbest) for the
entire swarm of particles [29]. Find the best learning factor ¢; and ¢, value through PSO , which
is expressed in Eq. (1) thru to Eq. (4):

vi = vi+c1 X rand x (Pbest; — pop;) + ¢ x rand x (Gbest — pop;) (1)

popi = pop; +v; )

Vmin> Vi < Vmin
Vi= Vi, Vmin < Vi < vmax(1 <i<a) (3)

Vmax, Vi > Vmax

POPmin> POPi < POPmin
pop;i = { popi,  POPmin < popi < popmax(l <i<a) “4)
DPOPmax, POPi > POPmax

Eq. (1) is the velocity iteration formula. Eq. (2) is the iterative formula of the position.
Eq. (3) and Eq. (4) defines the upper and lower limits for v and pop, which can prevent the model
from overfitting. In the equations, v; is the current velocity, pop; is the current particle position,
the rand function generates random numbers between (0, 1), which is uniformly distributed, and
c1, are learning factors, and « is the number of iterations.

2.2 Support Vector Machines (SVM)

The ice thickness was analyzed and quantified using SVM. The learning factors, ¢; and ¢,
were obtained using the particle swarm algorithm corresponding to ¢ (penalty factor) and g
(parameter value in K function [kernel function]), respectively, in the support vector machine.

SVM is a type of a linear binary classifier defined in the feature space with maximum spacing,
which differentiates it from a perceptron. It provides a solution by mapping the low-dimensional
nonlinear space with the high-dimensional linear space through a kernel function k, which can be
used to classify and analyze the nonlinear system [30—32]. The basic idea of SVM is to solve the
training data set so that it can be correctly classified so that the maximum separation hyperplane
can be obtained through geometric intervals [33].
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When SVM is applied to a regression fitting analysis, the focus is no longer to find an
optimal classification surface to separate the two types of samples, but instead to find an optimal
classification surface to minimize the errors between all the training samples and the optimal
classification surface [34].

Support Vector Machine for Regression (SVR) is a generalization of the Support Vector
Classification (SVC). The hyperplane decision boundary in SVC is the threshold value used to
assess the ice thickness of the wind turbine blades. The mathematical expression shown in Eq. (5):

fi=wlX+b= Z a;yik(xi, x;) +b ©)

i=1

In Eqg. (5), w is the normal vector of the hyperplane, b is the relative offset, and k is the
kernel function expressed in Eq. (6):

k(x;, xj) = exp(—gl|x; — x;11?) (6)

Because the radial basis function has better performance in processing high-dimensional
complex samples than other functions and requires fewer parameters, this paper chose the radial
basis function as the kernel function. Thus, the used SVM regression function was obtained as
expressed in Eq. (7) below:

_ P
f(x)—w¢>(x)+bnvg’1[§1§||w|| +c§a (7)

where & is the relaxation factor and ¢ is the penalty factor.

2.3 Back-Propagation Neural Network (BPNN)

BPNN is a concept that was first proposed by Rumelhart and McClelland in 1986. It is a
multi-layer feedforward neural network concept that is trained based on the error in the back-
propagation algorithm [35,36]. The output results of the BPNN adopts forward propagation,
while the error adopts the backward propagation. It emulates the activation and transmission
like that of the human neurons. That is the input layer receives the data, while the output
layer outputs the data [37]. The neurons of the first layer are connected to the neurons of the
next layer where they collect the information transmitted by the neurons of the previous layer
and pass the value to the next layer through an “activation” function [38]. BPNN has a strong
nonlinear fitting ability and can map arbitrarily complex nonlinear relations. As shown in Fig. |
the learning rules are simple, which is convenient for computer realization. The input data X are
the environmental factors, mostly comprising of temperature, humidity, wind speed, and droplet
diameter. The output data O is the ice thickness.
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Output layer

Hidden layer

Input layer

Figure 1: Structural diagram of the three-layer BPNN model

2.4 PSO-SVM+BPNN Model

By substituting the environmental factors of the training set such as temperature, humidity,
wind speed, and droplet diameter into the PSO-SVM and BPNN models, the corresponding
analytical results of the ice thickness for the training set are obtained. The ice thickness deter-
mined using PSO-SVM and BPNN is a weighted value and compared with the real ice thickness.
By continuously adjusting the weight, the combined analytical results get close to the real icing
thickness, The obtained weighting value “a” is thereafter used for the analysis [39]. On the basis
of determining “a”, the next step is to fine tune the combined model in the same way. The
disturbance parameters m and n are obtained, leading to an improvement in the analysis model.
while retaining good generalization ability. It has a better ability to approximate the objective
function and improve the accuracy of the diagnosis results. The combined formula for diagnosing
the ice thickness Y is illustrated in Eq. (8):

Y=(@+my +0—a+n)y ®)

In Eqg. (8), a is the weight, m and n are disturbances that are used for the optimization of the
weight value. Parameter y; is the diagnosis of icing thickness by the PSO-SVM model, and y» is
the diagnosis of icing thickness by the BNPP model. The Matlab software was used to simulate
and actualize the solution of the icing thickness on the wind turbine blade.

2.5 Combination Diagnosis Model

First, normalize the data comprising of the meteorological environmental factors. Thereafter,
the PSO-SVM and BPNN models are used for analysis. The diagnosis results are then weighted,
and thereafter, a weight disturbance adjustment is performed, thus achieving weight optimization.
Finally, the best diagnosis result is calculated, as shown in Fig. 2—ultimately generating the
proposed hybrid diagnosis model.
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Figure 2: The combination diagnosis model of PSO-SVM-+BNPP

3 Data Processing and Analysis

Factors affecting the icing of wind turbine blades are divided into external and internal
factors. Internal factors consist of some of the physical characteristics of the wind turbine blades
during the design process, including airfoil, material, and angle of attack. The external factors
mainly include temperature, humidity, wind speed, and diameter of water drops. This paper
studied the icing diagnosis on wind turbine blades from the perspective of external factors. Icing
should meet the following three meteorological conditions, namely: (a) the wind speed should be
in the range of 1 m/s~10 m/s, (b) the general air relative humidity should be more than 60%, and
(c) the temperature should be below 0°C [40]. The icing process must satisfy the fluid law and
the heat balance equation.

The test data for the study came from an ice coating test laboratory for rotating the wind
turbine blade. The experimental setup is shown in Fig. 3. The airfoil of the wind turbine blade
is NACA4412. The 1.5 MW wind turbine blade with 1:12.5 scale reduction was used as the test
device, the length of blade wingspan R was 1.6 m, and the material of the blade shell is glass
fiber reinforced epoxy resin. All the experimental data were collected with professional instruments
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that can be used to reflect the state changes during the icing process. The test was completed
in a natural icing environment during winter. The test conditions were consistent with the actual
environment of a local wind farm. The duration of the test period was 13 months. The wind
speed adjustment used was 1380 type high-power industrial exhaust fan (138 cm * 138 cm) with
a power of 1.1 kw, air volume of 45000 m3/h, an electricity voltage of 380V, and an adjustable
wind speed range of 0 to 20 m/s. The test used a high-pressure atomized water spray device to
adjust the humidity of the test environment. The atomized water spray device is composed of: (a)
a high-pressure water pump, and (b) three high-pressure water mist nozzles. The spray diameter
of a single nozzle is 1 m. The pump power was 24 W. The change in the diameter of the water
droplets was adjusted by rotating the nozzle to the desired orientation. The wind speed had a
range of 2 m/s~6 m/s, the humidity range was 60%~85%, and the temperature range was —23°C~
—10°C.

Figure 3: Icing test bench for wind power equipment. 1. Power input device fan, 2. Atomized
water spray device, 3. Data collection device, 4. Wind generator, 5. Power storage box

During testing, the wind speed was measured by an AM-4201 digital anemometer. The
temperature and humidity measurements were accomplished using a COS-03-X USB temperature
and humidity recorder, respectively, which can record up to 2.08 million sets of data. The device
is connected to a computer via a USB cable, and the data stored in the device can be imported
into a desktop computer with the supporting software to facilitate subsequent data analysis. The
ice thickness on the wind turbine blades was measured using an ultrasonic thickness gauge (with
an accuracy of 0.1 mm) and a vernier caliper, with the data saved periodically as captured.

It was discovered through experimentation that the icing area increased with an increase in
the wind speed. A droplet with a larger diameter forms larger ice crystal particles on the surface
of the blade resulting in a rougher ice surface. With the decrease in temperature, the thickness
of icing reduces. The reason for these changes is because the droplets in the air freeze directly
into ice crystals alongside the decrease of temperature, resulting in a decreased number of liquid
droplets impacting the surface of the wind turbine blades. When the humidity is low, the icing
position is largely located at the outer leading edge of the blade. When the humidity is high,
the icing position is mainly located at the leading edge and windward side, and thus, there is
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more icing. The front of the blade is the location for the most severe icing. Therefore, the icing
thickness measurement point was selected at the blade front and 0.75R away from the blade root
as shown in Fig. 4. The experimental data was obtained by conducting the test at 1 h interval.
In total, 324 sets of data were collected at each measuring point, including the first 200 sets of
data for training samples and the last 124 sets of data for test samples. The ice thickness data
at 0.75R is shown in Fig. 5, with the corresponding environmental data shown in Fig. 6. The
environmental data is shown in Tab. 1, As visually seen in the figures, there is no abnormality in
the data or missing data points.

0.25R 0.5R 0.75R

Figure 4: The wind turbine blade for icing experiment
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Figure 5: Icing thickness data at 0.75R away from the blade root

With the use of the SPASS software, Pearson correlation, Kendall’s tau-b, and Spearman’s
Rho were used as the three evaluation indicators. Temperature, humidity, wind speed, water
droplet diameter, and ice thickness were measured during the test and used for statistical binary
correlation analysis. As shown in Tab. 2, environmental factors such as temperature, humidity,
wind speed, and water droplet diameter all have an impact on the thickness of ice covering.

4 Case Studies

4.1 Performance Evaluation Index

To verify the performance of the model, Root Mean Squared Error (RMSE), Mean Absolute
Deviation (MAD), and the coefficient of determination (R?) were used to compare the accuracy
of all the models. The study measures the average diagnostic utility at each data point in the
model. The statistical expressions used for the error computations and accuracy evaluation are
shown in Eqgs. (9)—(11):

RMSY = ©)
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and (d) Droplet diameter
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Table 1: Training data environmental factors and icing thickness data at 0.75R away from the

blade root
Temperature Humidity Wind speed Water Icing thickness
°C) (%) (m/s) droplet at 0.75R (mm)
diamete (um)
—12.2 63.1 2.4 10 6.11
—12.4 67.1 2.3 10 6.04
-12.9 65.8 2.2 10 6.04
—15.7 65.2 3.7 10 5.03
—15.2 68.3 2.9 10 5.01
—15.5 67.9 3.1 10 5.06
—15.5 74.2 5.2 15 6.1
—15.8 73.4 5.2 15 6.04
—15.6 73.5 5 15 6.05
—15.3 80.6 5.1 15 6.02
—15.1 82.4 5 15 6.07
—15.2 80.8 5.4 15 6.02
—19.5 77.9 3.2 20 5.03
-19.8 77.7 3.3 20 5.03
—-194 79.2 3.5 20 5.01
—-21.4 77.2 3.3 20 5.01
-21.3 78.3 3.2 20 5.04

—-21.8

78.8

3.7

20

4.99

Table 2: Statistical binary correlation analysis of the environmental factors for blade icing

Pearson correlation

Kendall’s tau-b

Spearman’s rho

Temperature 0.443* 0.631**
Humidity —0.434** —0.288** —0.404**
Wind speed —0.006** —0.005**
Water droplet diameter —0.301* —0.165** —0.205**
Note: ** indicates a significant correlation.

In Eq. (9) through to Eq. (11), n represents the number of test samples, x; represents the

actual ice thickness, x represents the average actual ice thickness, and y; represents the diagnosed

1ce thickness.

To verify the optimality of the model, this study compared the icing diagnosis of the wind
turbine blade under different model settings. As shown in Fig. 6, the influencing factors and
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ice thickness were substituted into Parts 1 and 2 of the seven models. The hybrid diagnosis
model comprising of PSO-SVM+BPNN was then compared with the MLR (Multiple Linear
Regression), ELM (Extreme Learning Machine), SVM, BPNN, SVM+BPNN, and PSO-SVM
model diagnosis results. The model accuracy was determined using the RMSE, MAD, and R?
parameters, respectively—see Eq. (9) through to Eq. (11) and Part 3 of Fig. 7.

Part 3

RMSE

Original icing
thickness

MAD

Original influence
factors

PSO-SVM R?

PSO-SVM+BPNN

Figure 7: Framework of the diagnosis model comparisons

4.2 Icing Thickness Diagnosis

The icing thickness diagnosis results obtained using the seven models at 0.75R distance from
the blade root of the wind turbine are shown in Fig. 8. Overall, the diagnosed results of MLR are
quite different from the actual values. Fig. 8 shows a significant deviation in the diagnosis results
obtained using the ELM, SVM, and BPNN models. The hybrid diagnosis model comprising
of SVM+BPNN model reduces the sensitivity of a single diagnosis method. The comparison
between the diagnosis results of PSO-SVM and SVM shows that the particle swarm algorithm
significantly reduces the diagnosis error of the SVM model. Based on a comparative analysis of
all the seven models, the hybrid diagnosis model comprising of PSO-SVM+BPNN vyielded the
best fitting performance and is the final model recommended from this paper.

The study compared RMSE, MAD, and R? of the ice thickness diagnosis results of all the
seven models. As shown in Tab. 3, (a) the RMSE of models MLR, ELM, BPNN, and SVM is
0.163736, 0.052727, 0.039458, 0.029369, respectively; (b) MAD is 0.136714, 0.027359, 0.022686,
and 0.01283, respectively; and, (c) R? is 0.916161, 0.989339, 0.989339 and 0.996844, respectively.
The RMSE and MAD of MLR are the highest and vice for the R? value (i.e., the lowest) — which
statistically indicates the poorest fitting for the regression functional model. When comparing a
single diagnosis model, the rank order of model diagnosis accuracy from the highest (best) to
lowest (poorest) is as follows: SVM, BPNN, ELM, and MLR, respectively. Compared to the SVM
diagnosis results, the RMSE and MAD of PSO-SVM declined by about 0.008076 and 0.006992,
respectively, ultimately indicating an improvement in accuracy. From these results, it is apparent
that the particle swarm algorithm plays an important role in the optimization and diagnosis of
the SVM model.

In comparison to the SVM and BPNN models, the RMSE of the SVM+BPNN hybrid
diagnosis model decreased by about 0.000282 and 0.01089, respectively, whilst the MAD declined
by about 0.000299 and 0.001702, respectively—which evidently indicates a further improvement
in the model diagnosis accuracy. From the results in Tab. 3, the RMSE and MAD of the
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PSO-SVM+BPNN hybrid model are consistently the lowest with the highest R, which proves
the optimality of the model. The PSO-SVM+BPNN model combines the advantages of the two
optimization methods, namely the SVM parametric optimization with PSO and dynamic weighted
hybrid model, which has yielded satisfactory results in icing diagnosis.
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Figure 8: Icing thickness diagnosis of the seven models at 0.75R away from the blade root

Table 3: RMSE, MAD, and R? of the icing thickness diagnosis results of seven models

Model RMSE MAD R?

MLR 0.163736 0.136714 0.916161
ELM 0.052727 0.027359 0.989339
BPNN 0.039458 0.022686 0.989339
SVM 0.029651 0.021283 0.996844
PSO-SVM 0.021575 0.014291 0.998259
SVM+BPNN 0.029369 0.020984 0.996739
PSO-SVM+BPNN 0.021553 0.014280 0.998259

5 Verification and Validation Simulations

This paper selected icing data at other locations of the wind turbine blades as a simulation
case study to verify the applicability of the proposed model for diagnosing icing at different
locations of wind turbine blades. This case study also allowed to further enhance and verify the
accuracy of the diagnosis model. The measuring point of the icing thickness was selected at
the leading edge of the blade. The distances from the root of the blade were 0.25R and 0.5R,
respectively. The 324 sets of data were collected at each measuring point, of which the first 200
sets of data were training samples whilst the last 124 sets of data constituted the test samples.
The environmental factors were similar to the previous case studies discussed in Section 4 of this
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paper. The collected data of the icing thickness at 0.25R and 0.5R away from the root are shown

in Fig. 9 and Fig. 10, respectively.
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Figure 9: Data collection of the icing thickness at 0.25R away from the blade root
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Figure 10: Data collection of the icing thickness at 0.5R away from the blade root

A statistical binary correlation analysis was performed on the selected icing factors of the
wind turbine blade. As shown in Tab. 4, the statistical results show that each factor is closely

related to the icing thickness.

Table 4: Statistical binary correlations for the icing thickness at 0.25R and 0.5R

Location  Factor Pearson correlation ~ Kendall’s tau-b ~ Spearman’s Rho
0.25R Temperature 0.020 0.051 0.071
Humidity 0.222** 0.115%* 0.179**
Wind speed 0.639** 0.255** 0.413**
Water droplet diameter  0.426** 0.325** 0.324**
0.5R Temperature 0.695** 0.453** 0.641**
Humidity —0.432** —0.267** —0.379**
Wind speed 0.234** —0.005** —0.004**
Water droplet diameter  —0.301** —0.165** —0.205**

The diagnosis results of the icing thickness on the front edge of the wind turbine blade at
0.25R and 0.5R of the seven models are as shown in Figs. 11-12, and Tab. 5, respectively. It
can be seen from these results that the findings and conclusion obtained are consistent with the
previous results discussed in Section 4 of this paper. In the single diagnosis model, MLR has
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the lowest diagnostic fit whilst ELM and BPNN have the largest errors in diagnosing local icing.
In diagnosing the icing thickness of the wind turbine blade, PSO plays a significant role in the
optimization of the SVM parameters and the kernel function. From these results, it is evident
that the diagnosis effects of PSO-SVM are not only better than SVM and BPNN individually
but also better than the performance of the SVM+BPNN combined forecasting model.
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Figure 11: The icing thickness diagnosis of the models at 0.25R away from the blade root

5.2 4

5‘0_‘ :!;‘l s !353'% ‘2:’%. ;.;;i:- :!! ..-.:' ba : < illll:

L ]
1 o ® Actual
T 48 3 . nn
& HHA
g 464 B
(= *  PSOSVM-BINN
i) 4 | = SRR
=]
'iﬁ" 4.4 4
fo1s) J
£
.H 4.2 . =
40 Pritaienit jlaaeey Jaer Meiegep b pyn o o2
3.8 4
¥ T T T T T T T T T T T
0 20 40 60 80 100 120

Test samples

Figure 12: The icing thickness diagnosis of the models at 0.5R away from the blade root
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Table 5: RMSE, MAD, and R? of the icing thickness diagnosis results of seven models

0.25R 0.5R
RMSE MAD R? RMSE MAD R?
MLR 0.200807  0.155044  0.907167 0.166950  0.127756  0.915473
ELM 0.043137  0.027065  0.995671 0.044312  0.027949  0.992016
BPNN 0.034359  0.025481  0.99750 0.035261  0.026698  0.995006
SVM 0.027258  0.020192  0.998261 0.044312  0.027949  0.995605
PSO-SVM 0.200807  0.155044  0.907167 0.026097  0.018021  0.997202
SVM+BPNN 0.043137  0.027065  0.995671 0.032770  0.024932  0.995605
PSO-SVM+BPNN  0.034359  0.025481  0.99750 0.025967  0.017963  0.997202

The diagnosis results of the SVM and BPNN models at 0.5R evaluated using the RMSE
and MAD parameters show that the RMSE and MAD of BPNN are smaller than that of SVM.
However, the results are opposite at 0.25R. Comparative analysis with single SVM and BPNN
models proves that the hybrid diagnosis model comprising of SVM+BPNN has relatively lower
RMSE and MAD, which ultimately improves the accuracy of the diagnosis results. (d) In the two
diagnosis scenarios, the hybrid diagnosis model comprising of PSO-SVM+BPNN had the best
regression fitting and the lowest deviation for the icing thickness analysis.

6 Conclusions and Recommendations

To achieve an accurate and stable diagnosis of the wind turbine blade icing, a dynamic
weighted hybrid diagnosis model based on the PSO-SVM and BPNN formulation was proposed
and successfully verified in this paper. The key findings drawn from the study are listed below:

(1) Based on the outdoor natural environment and experimental data, the characteristic indi-
cators of the environmental factors were extracted using binary correlation analysis of the
environmental factors that affected the wind turbine blade icing. These factors included
temperature, humidity, wind speed, and water drop diameter, which were used to analyze
the wind turbine blades’ icing characteristic.

(2) Through analysis of the training data that were obtained from the experiment, a PSO-
SVM+BNPP combined model is proposed herein for diagnosing and analyzing the icing
state of wind turbine blades. Based on the diagnostic analysis of the ice thickness for
0.75R, 0.25R, and 0.5R from the blade root of the wind turbine, the RMSE was found
to be less than 0.026, MAD less than 0.018, and R2 less than 0.999. This proved and
demonstrated that the diagnostic results of the combined model were more accurate and
reliably superior.

(3) When comparing the PSO-SVM+BNPP combined model with the MLR, ELM, BPNN,
SVM, PSO-SVM, and SVM+BPNN models for blade icing thickness diagnosis at 0.75R,
0.25R, and 0.5R from the blade root of the wind turbine based on RMSE, MAD
and R2 parameters, the hybrid prediction model, namely PSO-SVM+BPNN, yielded best
regression fitting and the lowest deviation for the icing thickness prediction.

The icing on wind turbine blades has a detrimental effect on the power generation efficiency
and operational safety of wind turbines. Based on environmental factors that can easily be
obtained from wind farms, the models proposed in this paper indicated suitability to diagnose the
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thickness of icing on wind turbine blades. A comparison with the surface contact or embedded
sensor diagnosis schemes showed that mitigating icing on wind turbines reduces the operational
difficultness and production/maintenance costs, as well as minimizing/preventing the damage to
the surface and internal structure of the wind turbine blades. The research work presented in
this paper provides valuable decision support for wind farm operations and maintenance during
winter.
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