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Abstract: Video key frame extraction, reputed as an essential step in video ana-
lysis and content-based video retrieval, and meanwhile, also serves as the basis
and premise of generating video synopsis. Video key frame extraction means
extracting the meaningful parts of the video by analyzing their content and struc-
ture to form a concise and semantically expressive summary. Up to now, people
have achieved many research results in key frame extraction. Nevertheless,
because the surveillance video has no specific structure, such as news, sports
games, and other videos, it is not accurate enough to directly extract the key frame
with the existing effective key frame extraction method. Hence, based on fre-
quency domain analysis, this paper proposed a key frame extraction method for
surveillance video, which obtains the frequency spectrum and phase spectrum
by performing Fourier transform on the surveillance video frames. Using the fre-
quency domain information of two adjacent frames can accurately reflect the glo-
bal motion state changes and local motion state changes of the moving target.
Experimental results show that the proposed method is correct and effective,
and the extracted key frames can more accurately capture the changes in the glo-
bal and local motion states of the target compared with the previous methods.

Keywords: Frequency domain analysis; frequency spectrum; Fourier transform;
local motion states; key frame extraction

1 Introduction

In many fields, such as the national economic construction and public security information construction,
surveillance video plays an increasingly important role. The infrastructure of the video surveillance system
has begun to take shape and is still developing rapidly. With thousands of surveillance cameras monitoring
and recording round the clock, the amount of video data has exploded, so finding the required information in
many surveillance videos is undoubtedly a needle in a haystack [1–6]. For this reason, we need to express this
information concisely and clearly, which involves the key frame extraction method.

Key frame extraction is an essential step in video analysis and content-based video retrieval.
Simultaneously, it is also the basis and premise for generating video synopsis [7–9]. Video key frame
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extraction is to extract the meaningful parts of the video by analyzing their content and structure, thereby
forming a concise summary capable of expressing semantics to eliminate redundancy, shorten the video
time, and improve the browsing and query efficiency. At present, the technology of extracting key frames
in surveillance video has made a significant breakthrough [10–18]. Nevertheless, applying the existing
effective video key frame extraction directly to surveillance video will result in inaccurate keyframe
extraction. Unlike news, sports programs, or other videos with structured information, since surveillance
video does not have a specific structure, many algorithms for extracting key frames are not suitable for
surveillance video [19–21].

Therefore, this paper proposed a key frame extraction method with surveillance video based on
frequency domain analysis [22–29]. The method can perform frequency domain analysis on the video
frame to obtain its frequency spectrum and phase spectrum. Furthermore, the changes in the frequency
domain information of adjacent video frames, which means the changes in the frequency spectrum and
phase spectrum of the video frame can reflect the changes in the global and local motion status of
moving targets in the video. Using the change of the frequency domain information of two adjacent
frames can accurately reflect the change of the local motion state of the target in the video to achieve the
purpose of accurately extracting key frames.

2 Frequency Domain Analysis

The frequency-domain processing of an image is to convert the image into a frequency domain and then
modify and delete the frequency domain information to optimize the image quality. Two-dimensional
frequency domain processing provides a new perspective for target recognition and detection of video
images. These problems, which are backbreaking to solve in the airspace, may be relatively easier to
solve by the transformation domain. The method can provide fresh ideas to deal with the problem
[30,31]. The image frequency domain transforms methods mainly include: Fourier transform, discrete
cosine transform, two-dimensional orthogonal transform, and wavelet transform. The following will
introduce the two-dimensional Fourier transform involved in this paper and analyze its feasibility.

2.1 Two-Dimensional Discrete Fourier Transform

In general, the formula of the two-dimensional Fourier transform is:

F u; vð Þ ¼
Z 1

�1

Z 1

�1
f x; yð Þe�j2p uxþvyð Þdxdy (1)

The inverse formula is:

f x; yð Þ ¼
Z 1

�1

Z 1

�1
F u; vð Þej2p uxþvyð Þdudv (2)

The above formula can verify that the Fourier transform has separation, periodicity, conjugate symmetry,
linearity, rotation, and proportionality.

For an image of size m� n, the equation of the discrete Fourier transform is as follow:

F u; vð Þ ¼ 1

mn

Xm�1

x¼0

Xn�1

y¼0

f x; yð Þe�j2p ux=mþvy=nð Þ (3)

Among them, use variables u and v to define its frequency. The frequency-domain system is a coordinate
system formed by F u; vð Þ, and the frequency variable is the sum. The space domain is a coordinate system
defined by f x; yð Þ. The spectral components, along with the four corners and directions of the spectrogram,
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are all zero. The following figure is an example; figures (b) and (c) in Fig. 1 show the frequency spectrum and
phase spectrum of the original image, respectively.

2.2 Feasibility Analysis

After the two-dimensional Fourier transform, the image will obtain its corresponding frequency
spectrum and phase spectrum. Fig. 2 shows the frequency spectrum and phase spectrum of a rectangular.

Fig. 3 shows the frequency spectrum and phase spectrum of the rectangular after changing the
image shape.

Figure 1: The Frequency Spectrum and Phase Spectrum of the Image (a) Original Image (b) Frequency
Spectrum (c) Phase Spectrum

Figure 2: The Frequency Spectrum and Phase Spectrum of the Rectangular (a) Original Image (b)
Frequency Spectrum (c) Phase Spectrum

Figure 3: The Frequency Spectrum and Phase Spectrum of the Rectangular (a) Original Image (b)
Frequency Spectrum (c) Phase Spectrum
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Comparing Figs. 2 and 3, we can find that when the rectangle changes, although the shape of the
frequency spectrum and phase spectrum does not change significantly, the value of the graphic matrix has
changed.

According to the Fourier transform property, when the rectangle in the image has rotated, its frequency
spectrum and phase spectrum will change. When the rectangle in the image has translated, the frequency
spectrum will not change, but the phase spectrum will, as shown in Fig. 4.

Take the moving target as an example; in the actual video, when the moving target goes from upright to
squatting, the frequency spectrum and phase spectrum of the two video frames are shown in Fig. 5.

Fig. 5 shows that after the target squats, the frequency spectrum and phase spectrum have changed.
Compared with the two frequency spectra that the shape does not have many changes; phase spectra
changes can be observed directly from the image.

When the target appears or disappears, the frequency spectrum and phase spectrum will change. Take
the target disappearing as an example; Fig. 6 shows the frequency spectrum and phase spectrum of the
two video frames.

Figure 4: The Frequency Spectrum and Phase Spectrum of the Rectangular (a) Original Image (b)
Frequency Spectrum (c) Phase Spectrum

Figure 5: The Frequency Spectrum and Phase Spectrum of Two Video Frames (a) Original Image (b)
Frequency Spectrum (c) Phase Spectrum (d) Original Image (e) Frequency Spectrum (f) Phase Spectrum
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Compare the frequency spectrum and phase spectrum of the two video frames in Fig. 6, the difference
between the two video frames appeared. The shape of the frequency spectrum has not changed significantly,
but the data have. Comparing the frequency spectrum and phase spectrum of the four video frames in Figs. 6
and 5, almost all target movements will cause changes in the frequency spectrum and phase spectrum. Unless
the target keeps unchanged except translation, at this time, the frequency spectrum does not change, but the
phase spectrum will also change.

During the target movement, the moving target is making a turn. Fig. 7 shows the frequency spectrum
and phase spectrum of the two video frames.

Observing Fig. 7, we can find that the frequency spectrum and phase spectrum have changed. Compared
with the frequency spectra, the phase spectra vary more obviously.

Figure 6: The Frequency Spectrum and Phase Spectrum of Two Video Frames (a) Original Image (b)
Frequency Spectrum (c) Phase Spectrum (d) Original Image (e) Frequency Spectrum (f) Phase Spectrum

Figure 7: The Frequency Spectrum and Phase Spectrum of Two Video Frames (a) Original Image (b)
Frequency Spectrum (c) Phase Spectrum (d) Original Image (e) Frequency Spectrum (f) Phase Spectrum
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According to the above analysis, when the moving target in the video changes from static to motion or
from motion to static, stretching, squatting, turning, the global motion states and the local motion states have
changed, the frequency spectrum and phase spectrum also will change. Meanwhile, when there are multiple
targets in the videos, changes in any one target will also cause changes in the frequency spectrum or phase
spectrum. Therefore, it is feasible to use the frequency domain information of adjacent video frames to reflect
the changes in the target motion state in the surveillance video. Based on this, the paper proposes a key frame
extraction based on frequency domain analysis.

3 Algorithm Description

From the perspective of frequency domain analysis, this paper uses the frequency domain information
change to reflect the change of the target motion state. By analyzing the principle of the two-dimensional
discrete Fourier transform, we can find that it is reasonable to use the frequency domain information to
measure the target motion change. Fig. 8 shows the basic framework of the proposed key frame
extraction method.

From Fig. 8, we can find that the following steps of the input surveillance video sequence are as follow:

Step1: Image preprocessing. Perform grayscale processing on the surveillance video sequence.

Step2: Fourier transform. For surveillance video frame f x; yð Þ, perform a two-dimensional discrete
Fourier transform by formula (4) to obtain F u; vð Þ:

F u; vð Þ ¼ 1

mn

Xm�1

x¼0

Xn�1

y¼0

f x; yð Þe�j2p ux=mþvy=nð Þ (4)

Step3: Frequency spectrum and phase spectrum. According to F u; vð Þ, the Fourier frequency spectrum
F u; vð Þj j is as follow.
F u; vð Þj j ¼ R2 u; vð Þ þ I2 u; vð Þ� �1=2

(5)

In the formula, R u; vð Þ and I u; vð Þ denote the real and imaginary parts of F u; vð Þ, respectively. According
to the F u; vð Þ, the phase angle ’ u; vð Þ is as follow.

’ u; vð Þ ¼ arctan
I u; vð Þ
R u; vð Þ

� �
(6)

Step4: Calculate the mean square error MSE1 and MSE2, respectively. According to the obtained
frequency spectrum and phase spectrum, we can calculate the mean square error MSE1 of the adjacent
phase spectrum and the mean square error MSE2 of the adjacent frame frequency spectrum, respectively.
Assuming the width and height of the video frame of the video sequence is W and H , respectively, the
current frame spectrum is f x; yð Þ, and the previous frame spectrum is b x; yð Þ, then their mean square error
MSE1 is defined as:

MSE1 ¼ 1

WH

XW�1

x¼0

XH�1

y¼0

f x; yð Þ � b x; yð Þj jj j2 (7)

Use the formula (7) to calculate MSE1 and MSE2.

Step 5: This step is to weight MSE1 and MSE2. To make the mean square error change more evident
than before, we expended MSE1 by five times. The frequency spectrum contains the grey information, and
the phase spectrum contains the information of the edge and the overall structure of the original image.
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Compared with the frequency spectrum, the phase spectrum includes more visual information, containing
more critical information [32,33]. Because the phase spectrum is meaningful, we expended MSE2 by a
factor of 10. Due to weighting, the curve will have a sudden shift.

Stpe6: Form the MSE curve. According to the above steps, the calculation formula of the mean square
error MSE of the frame is:

MSE ¼ 5MSE1þ 10MSE2 (8)

Calculate the MSE according to the formula (8) to form the MSE curve.

Figure 8: The Basic Framework of Video Key Frame Extraction Method
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Step 7: Detect the peak point of the curve. The formed MSE curve detects the curve’s peak point and
extracts the video frame corresponding to the curve peak and the first frame and the last frame as
candidate key frames.

Step 8: Extract the final key frame. Firstly, to reduce the redundancy of extracting key frames, extract the
video frames where the peak changes, that is, extract the video frames whose current frame peak is N times
the previous key frame peak (starting from the second peak). We set the MSE of the first frame of the video to
0, so the second frame must change suddenly. Because the first and second frames will be redundant, start
from the second peak. The video frame extracted comprises the video frame at the peak mutation and the first
and last frames. Then the extracted key frames are optimized using the key frame optimization criterion based
on the peak signal-to-noise ratio visual discrimination mechanism [33,34], and finally, the final key frame is
determined.

4 Experimental Results and Analysis

To comprehensively evaluate the correctness and effectiveness of the frequency domain-based method,
we have conducted many experiments on public video sets and self-collected videos. In the following
section, 4.1 extracts key frames from two typical videos and analyzes the extraction result to verify the
correctness of the proposed key frame algorithm. 4.2 confirms the effectiveness of the algorithm proposed
in this section.

4.1 Algorithm Correctness

By observing the experimental results, we can find that using the frequency domain information can
accurately capture the changes in the global and local motion states of the target. This section analyzes
the experimental results by verifying the correctness of the key frame extraction algorithm based on
frequency domain analysis.

The moving target in the test video begins with the target appearing, then crouching, and ends with the
target standing up. The changes in the motion state of the target in the video include changes in the global
motion state, such as the appearance of the target, acceleration, deceleration, changes in local motion states
during walking, and changes in topical motion states during walking. Furthermore, other local changes in
motion status are incorporated, such as squatting down while walking and putting the bag in hand on the
ground. In this experiment, we set the experimental parameter N = 1. Fig. 9 shows the key frame
extraction result except for the first and last frames.

By observing the key frame extraction results, we can find that the proposed method extracts the 13th

frame of the video, in which the target’s feet begin to enter the surveillance scene. In the 29th frame, the
movement of the target’s leg changes more significantly. The 37th, 41st, and 43rd frames represent the
change in the target’s movement speed as it travels. The 55th, 65th, and 86th frames can describe the
changes in the local state of the objective as it squats down and stands.

To further verify the correctness, this experiment selects other video clips for key frame extraction.
Fig. 10 shows the fragment video sequence. In this video, between two targets who are fighting, one is
lying on the ground, and the other starts to run away, and the third moving target starts to appear in the
process of running away. In this experiment, we set the experimental parameter N = 1.11, and Fig. 10
shows the key frame extraction result of the test video except for the first and last frames.

Observing Fig. 10, we can find that this method will miss some video frames with more prominent peaks
due to parameter N and the optimization criteria and will extract video frames with smaller crest values.
Nevertheless, the final key frame determined can capture the change of the target motion state. The key
frames extracted from the 3rd frame to the 75th frame describe the movement process of the two targets
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exchanging positions before the battle, that is, the change of the global moving target. From frame 87 to
frame 135, the four frames describe the changes in the target legs during the battle, which means the
local motion state’s variation. In frame 171, the white target knocked down the black target and fled. At
this time, a third moving target appears. The four key frames extracted subsequently describe the global
motion state changes of the second and third target’s movement direction and speed.

Based on the proposed method analysis, the key frame extraction can be summarized as follows: The
changes in the global and local motion state of the target captured by the frequency domain information
can more accurately extract the local motion state change of the target. What is more, the correctness of
the key frame extraction method based on the frequency domain analysis proposed is verified.

4.2 Algorithm Effectiveness

This paper compares the four key frame extraction methods: MA, MTSS, ME, and the center offset-
based method (denoted as CO) to verify the effectiveness of the proposed method. We set the
experimental parameter to N = 1 and set the center offset-based method’s experimental parameter to
N = 5. We evaluate the extraction results of five key frame extraction methods from both subjective and
objective aspects.

The following is a verification of the effectiveness of the proposed method from a subjective perspective.
The number of key frames extracted from the same video by different methods is the same during the

Figure 9: The Key Frame Extraction Result of Test Video by the Proposed Method
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experiment to ensure objectivity. There are six key frames for the test video except for the first and last frames
of the video. Fig. 11 shows the key frame extraction result of the proposed method of test video.

Observing Fig. 11, the five methods can extract the process of target entry and exit and put the bag. CO,
MTSS, MA can all detect the appearance of the target in a relatively timely manner. However, compared with
CO and other methods, the method proposed in this chapter is more sensitive to changes in the local
movement of the target leg than other methods. Furthermore, it can clearly describe the movement state
changes of the target in putting the bag.

Use SRD criteria to evaluate the effectiveness of the proposed method objectively. Fig. 12 shows the
SRD of the proposed method and five key frame extraction methods of CO, MTSS, MA, and ME on test
video.

By observing the average SRD of different methods, we can find that when the key frame extraction ratio
is 10%, the average SRD of the proposed method is about 0.5dB higher than that of CO. When the key frame
extraction rate is 12%, the average SRD of the method proposed in this paper is that same as that of CO. In
terms of overall trends, the method proposed in this paper has a higher advantage than the three methods of
MA, MTSS, and ME. Therefore, as far as SRD is concerned, compared with other comparison methods, the
method based on frequency domain analysis has more significant advantages, meanwhile, the ability to
reconstruct video frames is more vital.

The correctness of the proposed key frame algorithm is verified by analyzing the results of extracting
key frames from the test video. Meanwhile, the subjective and objective performance of the method

Figure 10: The Key Frame Extraction Result of Test Video by the Proposed Method
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proposed in this paper and other motion-related key frame extraction methods are compared on the test video
to verify the effectiveness of the method. The experimental results analysis shows that the method based on
frequency domain analysis captures the changes in the local motion state of the target more accurately than
other methods. This method realizes the precise extraction of key frames of the surveillance video.

Figure 11: Test Video Key Frame Extraction Result (a) Proposed Method (b) CO (c) MTSS (d) MA (e) ME
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5 Conclusion

The paper proposed a key frame extraction method based on frequency domain analysis to capture the
changes in the local motion state of the target accurately. This method first performs a two-dimensional
Fourier transform on the video frame to obtain the frequency spectrum and phase spectrum of the video
frame. Then calculate the mean square error of the frequency spectrum and phase spectrum of the current
frame and the previous frame, and process them separately. After processing, add the two to get the mean
square error of the current frame, forming a mean square error curve. Then extract the candidate key
frames and optimize them to obtain the final key frame. Experimental results show that the proposed
method is correct and effective, and the extracted key frames can more accurately capture the changes in
the target’s local motion state.
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