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Abstract: In infertility treatment, it is required to improve a success rate of the
treatment. A purpose of this study is to develop a prediction system for pregnancy
outcomes using ultrasonic images. In infertility treatment, it is typical to evaluate
the endometrial shape by using ultrasonic images. The convolutional neural net-
work (CNN) system developed in the current study predicted pregnancy outcome
by velocity information. The velocity information has a movement feature of uter-
ine. It is known that a uterine movement is deep related to infertility. Experiments
compared the velocity-based and shape-based systems. The shape-based systems
predict the optimal uterine features for pregnancy success based on endometrial
shape by inputting original ultrasonic images to CNN model. The current findings
revealed that the velocity-based system provided similar accuracy to the shape-
based systems. However, the output of the velocity-based system, the area under
curve (AUC) for the receiver operating characteristic (ROC) curve, provided a
higher value than the shape-based systems. The AUC values of the shape-based
and velocity-based systems were 0.65, and 0.72, respectively. These results
showed that the analysis of the velocity of uterine movements was effective for
pregnancy outcome prediction. Previous clinical evaluation did not target the uter-
ine movement but only the endometrial shape. Therefore, this study has revealed a
new treatment approach for infertility.
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1 Introduction

Infertility is defined by the World Health Organization (WHO) as follows: A disease of the reproductive
system defined by the failure to achieve a clinical pregnancy after 12 months or more of regular unprotected
sexual intercourse [1]. Assisted Reproductive Technology (ART), including In Vitro Fertilization (IVF) and
Intra Cytoplasmic Sperm Injection (ICSI), is an infertility treatment method. A pregnancy rate by ART is
higher than conventional infertility treatment methods. However, it is not enough success rates. Centers
for Disease Control and Prevention (CDC) has reported ART success rates in the U.S [2]. Tab. 1 shows
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the reported ART success rates. These rates show a percentage of intended retrievals resulting in live births. We
confirm that the highest rate is 51.6%, and the rate falls below 5% when the age is over 43 years. These success
rates are not enough high. In infertility treatment, it is required to improve a success rate for infertility treatment.

Ultrasonic images of B-mode are often used at infertility treatment. It is known that an endometrial shape
displayed on the ultrasonic image is changed with a menstrual cycle [3–5]. Before ovulation, the
endometrium has a leaf-like shape as shown in Fig. 1a. This shape is called a leaf pattern. After
ovulation, the endometrium has a uniform shape as shown in Fig. 1b. This shape is called a homogenous
pattern. A physician evaluates a state for pregnancy based on the endometrial shapes. It is considered that
a leaf pattern has a high pregnancy rate and homogenous pattern has a low pregnancy rate. This
knowledge is based on relationships between the endometrial shapes and a menstrual cycle. The
endometrial shapes in the ultrasonic image are evaluated by physician’s visual observation. However, it is
not easy to correctly evaluate the endometrial shapes from the ultrasonic image. In many cases, the
treatment fails even if the physician determines a leaf pattern, and the treatment succeeds even if the
physician determines a homogenous pattern. In order to correctly evaluate the endometrial shapes, we
have proposed an evaluation system for a pregnancy based on a Local Binary Pattern (LBP) feature [6].
A LBP is feature values showing local shape information for an image [7,8]. The proposed system
predicts success or failure of a pregnancy from the ultrasonic image based on the endometrium shape
information. We confirmed that the system had 70% accuracy. However, it is difficult to improve the
accuracy because endometrial shapes displayed on the ultrasonic image are not stable due to the angle of
incidence of ultrasonic wave. Furthermore, the proposed method was affected by a uterine direction. In
this paper, the authors aligned the uterine direction by rotating images manually. This was subjective.
Thus, it is not easy to develop an automated aligning uterine direction method because endometrium has
large individual difference for the shapes and sizes. These are serious problems of the proposed system.
Therefore, we will develop a prediction system for a pregnancy without LBP from a new viewpoint in
order to improve the prediction accuracy.

It is known that uterus has movements called uterine peristalsis that assists in the transport of sperms,
and a direction and frequency of the peristalsis change in each menstrual cycle [9–12]. Uterine peristalsis is
mainly observed by using Cine magnetic resonance imaging (Cine MRI) images but it can be possible to
observe it by using the ultrasonic images. Therefore, menstrual cycle information can be predicted by
analyzing uterine peristalsis from the ultrasonic images. A leaf pattern occurs before ovulation and
homogenous pattern occurs after ovulation. A frequency of peristalsis decreases from an ovulation phase
to luteal phase. Therefore, it is considered that the movement features at leaf pattern and homogenous
pattern are different. A pregnancy can be predicted without depending on the endometrium shapes by
analyzing the movement.

Table 1: ART success rates

Patient age Success rate

< 35 51.6%

35 – 37 37.5%

38 – 40 23.5%

41 – 42 11.8%

43 <= 3.4%

336 IASC, 2021, vol.29, no.2



The images shown in Figs. 1a and 1b are obtained by inserting an ultrasonic probe into vagina. The
image is affected by camera shake because the probe is controlled by physician’s hand. Therefore, it is
not easy to extract uterine peristalsis from the ultrasonic images. We showed that movement velocity of
uterine peristalsis was 0.68 mm/sec [13]. It is possible to extract only uterine peristalsis from the
ultrasonic images by analyzing velocity information.

A convolutional neural network (CNN) is a class of deep neural network that is composed of
convolution and pooling layer. A CNN is very popular in image analysis field. A background of the
popularity is that AlexNet [14], VGGNet [15], and Residual Networks (ResNet) [16] obtained high
performance. A CNN has been also used in field of medical image analysis, because it has high
recognition accuracy for various images. For example, there are lung pattern classification [17], breast
ultrasound lesions detection [18], blood cell image classification by combining CNN and recursive neural
network [19], and feature extraction of tumor image proposed [20].

In this paper, we develop a pregnancy prediction system based on a CNN. We compare effects of shape
with velocity on the prediction system by developing two type systems. The shape-based system, that is
conventional theory, predicts a pregnancy by using original ultrasonic images. The velocity-based system,
that is new theory, predicts a pregnancy by using images generated from velocity. We evaluate the new
one by comparing the two systems.

2 Ultrasonic Images

In this paper, an analysis target is ultrasonic B-mode images of female infertility patients taken in
Reproduction Clinic Osaka. We have 38 type images as dataset. These images have information of a leaf
or homogenous pattern that is classified by a physician. Furthermore, it has information of success or
failure of a pregnancy. Tab. 2 shows the number of subjects. Since the ultrasonic images are taken in
time series for each patient the dataset is movie files. Tab. 3 shows a detail of the movie files.

Figure 1: Examples of ultrasonic images (a) leaf pattern (b) homogenous pattern

Table 2: The number of subjects

Success Failure Total

Leaf pattern 9 11 20

Homogenous
pattern

10 8 18

Total 19 19 38
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3 Pre-Experiment

In this section, we develop a prediction system by the ultrasonic images as a pre-experiment. It is
generally thought that endometrial shapes affect a pregnancy. Therefore, we develop a system that
evaluates an endometrial shape from the ultrasonic image by a CNN. Prediction accuracy for a pregnancy
is evaluated by using the developed system.

3.1 Methods

An averaging filter of 5 × 5 pixels is applied to the ultrasonic images as preprocessing. An average image is
generated every second from the movie file by calculating an average for a time axis. 30 images are generated
from 30 second movie by this process. An endometrial region is extracted from the average image by using a
mask image. The mask image has been manually generated in advance. Fig. 2 shows original image, mask
image, extracted image by the mask, and resized image. This mask works to extract endometrium region
from ultrasonic images. Since an endometrial shape and direction have individual differences, the extracted
region size is different from each other. Rotation processes every 60 degrees are applied to the extracted
images. The obtained image is saved in 224 × 224 pixels. Fig. 2d shows the saved image of 224 ×
224 pixel size. Fig. 3 shows example of the saved images. A vertical axis in Fig. 3 shows time of movie
file, and horizontal axis shows rotated images. Tab. 4 shows the number of the saved images.

Table 3: Detail of movie files

Extension mpg

Width 720 pixel

Height 480 pixel

Color mode Gray scale

Gradation 256

Framerate 30 fps

Record time 29-34 sec
(Average: 30.8 sec)

Figure 2: Examples of images in the mask process (a) original image (b) mask image (c) extracted image
(d) resized image
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A learning process of a CNN is conducted by using the saved images. In this paper, we use VGGNet
with 16 layers (VGG16) [15]. They published the model trained on ImageNet. We perform transfer
learning by using the trained model. Architecture of the model in this system is shown in Fig. 4. Success
or failure of a pregnancy is predicted by the learned model. In this paper, we evaluate the system by
k-fold cross validation with k = 3. We divide 38 patients’ images into three. Tab. 5 shows the divided
result. Both subject’s number of 1 to 9 in the success and the number of 1 to 11 in the failure are patients
classified into leaf pattern by physician. Both subject’s number of 10 to 19 in the success and the number
12 to 19 in the failure are patients classified into homogenous pattern. One group’s images are extracted
from the dataset as validation data. The model employs the remaining two groups’ images as training
data. Images that has not been rotated in the validation data are employed as test data. One patient has
about 30 test images of time series. The model performs learning for 100 epochs. A pregnancy prediction
for test data is performed by using the model that is learned for 100 epochs. k-fold cross validation
repeats learning while changing groups of validation data until all groups become validation data.
Therefore, we obtain three learning curves and prediction results for all the patient’s data. In the training
and prediction process, labels of the images are set according to the success (1) or failure (0) for each
patient. The successful subject’s images are set label of success (1) independent of time series. The failed
subject’s images are set label of failures (0) independent of time series.

Figure 3: Example of the saved original images

Table 4: The number of the saved images

Success 3,432

Failure 3,408

Total 6,840
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3.2 Results

Fig. 5 shows a learning curves showing accuracy for each epoch. Solid and broken lines in Fig. 5 show
average values of training and validation accuracy, respectively. A region of translucent shows maximum and
minimum value for three learning curves. We confirm that the training accuracy is increased with epoch, but
the validation accuracy does not improve from around 0.56.

We analyze prediction accuracy for a pregnancy based on a prediction rates for each patient. Prediction
results for test data can be treated as time series data for each patient. Fig. 6 shows examples of the time series
data. Figs. 6a and 6b show the time series data of success subject 4 and failure subject 6, respectively. We use
average for this time series data as a feature value for the subject. Tabs. 6 and 7 show the feature values of
successful and failed subjects, respectively. Fig. 7 shows a box plot and a histogram for the feature values.
Figs. 7a and 7b do not show significant difference in the feature values for a pregnancy. As a result of
performing a t-test for the feature values, p value is 0.092. These feature values do not have significant
difference. Fig. 8 shows receiver operating characteristic (ROC) curve for the feature values. In the ROC
curve, area under the curve (AUC) is 0.65. This AUC value shows that is not good model. If cut off
value is left upper point in the ROC curve, false positive rate, true positive rate, and threshold value are
0.37, 0.74, and 0.36, respectively. When the threshold value is set 0.36, we have accuracy of 0.68. Tab. 8
shows a prediction result when the threshold value is set 0.36.

Figure 4: Convolution Neural Network (CNN) architecture

Table 5: The subjects for each group in the dataset

Group 1 Group 2 Group 3

Subject number with success 1, 2, 3,
10, 11, 12

4, 5, 6,
13, 14, 15

7, 8, 9,
16, 17, 18, 19

Subject number with failure 1, 2, 3
12, 13, 14

4, 5, 6, 7,
15, 16, 17

8, 9, 10, 11
18, 19

Number of images 2,190 2,316 2,334
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Figure 5: Learning curves showing accuracy in shape-based system (final training accuracy: 1.0, final
validation accuracy: 0.56)

Figure 6: Examples of time series prediction results (Success = pregnancy. Failure = no pregnancy.) (a)
Success subject 4 (b) Failure subject 6

Table 6: Feature values for subjects with pregnancy (successful)

Subject number
(L: leaf, H: homogenous)
(validation group)

Feature value

1 (L) (1) 0.89

2 (L) (1) 0.51

3 (L) (1) 0.83

4 (L) (2) 0.16

5 (L) (2) 1.00
(Continued)
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Table 6 (continued).

Subject number
(L: leaf, H: homogenous)
(validation group)

Feature value

6 (L) (2) 0.09

7 (L) (3) 0.21

8 (L) (3) 0.00

9 (L) (3) 0.37

10 (H) (1) 0.59

11 (H) (1) 1.00

12 (H) (1) 0.96

13 (H) (2) 0.95

14 (H) (2) 1.00

15 (H) (2) 0.81

16 (H) (3) 0.00

17 (H) (3) 0.36

18 (H) (3) 0.52

19 (H) (3) 1.00

AVG (SD) 0.59 (0.36)

Table 7: Feature values for subjects with no pregnancy (failure)

Subject number
(L: leaf, H: homogenous)
(validation group)

Feature value

1 (L) (1) 1.00

2 (L) (1) 1.00

3 (L) (1) 0.00

4 (L) (2) 0.05

5 (L) (2) 0.27

6 (L) (2) 0.53

7 (L) (2) 0.01

8 (L) (3) 1.00

9 (L) (3) 0.00

10 (L) (3) 0.00

11 (L) (3) 0.27

12 (H) (1) 0.63

13 (H) (1) 0.14
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4 Methods

In this section, we develop a system that predicts a pregnancy based on uterine movement. The previous
study showed that velocity of uterine movement was constant speed of 0.68 mm/sec [13]. We develop a
system that predicts a pregnancy by extracting movement of specific speed from the ultrasonic images
based on the velocity feature. In the proposed method, first step is to make velocity images. The velocity
images are generated from movement velocity for each pixel calculated by an optical flow. Next, learning
of a CNN model is performed. Finally, we analyze prediction accuracy for a pregnancy by using the
learned model.

Table 7 (continued).

Subject number
(L: leaf, H: homogenous)
(validation group)

Feature value

14 (H) (1) 0.96

15 (H) (2) 0.97

16 (H) (2) 0.12

17 (H) (2) 0.03

18 (H) (3) 0.03

19 (H) (3) 0.05

AVG (SD) 0.37 (0.40)

Figure 7: Plotted feature values (Success = pregnancy. Failure = no pregnancy) (a) Box plot (b) Histogram
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4.1 Making Velocity Images

An averaging filter of 5 × 5 pixels is applied to the ultrasonic images as preprocessing. An average image
is generated every second from the movie file by calculating an average for a time axis. 30 images are
generated from 30 second movie by this process. An endometrial region is extracted from the average
image by using a mask image. The mask image is as same as Section 3. Since an endometrial shape and
direction have individual differences the extracted region size is different from each other. Rotation
processes every 60 degrees is applied to the extracted images. The obtained image is saved in 224 ×
224 pixels. Each pixel’s movement distance for one second is calculated as speed per second by applying
an optical flow to the saved images. The calculated speeds are normalized to generate input images for a
CNN. Speed statistics for the dataset are calculated to set a standard of normalization. The speed
information is calculated for 19 successful subjects’ images. The fastest speed value in one image is
recorded. A histogram for the obtained speed value is shown in Fig. 9. An average value of the
calculated speed is 0.78 mm/sec and a standard deviation is 0.38 mm/sec. The calculated average value is
generally consistent with 0.68 mm/sec show in previous study [13]. A normalized filter shown in Fig. 10
is generated based on the average and standard deviation. A velocity image is generated from the velocity
information by using this filter. Fig. 11 shows an example of the velocity images. A vertical axis in
Fig. 11 shows time of movie file, and horizontal axis shows rotated images. The number of the saved
images is as same as Tab. 4.

Figure 8: Receiver operating characteristic (ROC) curve

Table 8: Prediction results of the conventional method using the threshold process

Actual class

Success Failure

Predicted class Success 14 7

Failure 5 12
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4.2 Learning CNN Model

The architecture of a CNN model in this system is shown in Fig. 4, as in Section 3. Except for the input
image, learning step of the model is performed under the same conditions as in Section 3. Input images
replace ultrasonic images to velocity images.

5 Results

Fig. 12 shows a learning curve showing accuracy for each epoch. Solid and broken lines in Fig. 12 show
average values of training and validation accuracy, respectively. A region of translucent shows maximum and
minimum value for three learning curves. We confirm that the training accuracy is increased with epoch, but
the validation accuracy does not improve from around 0.61 by Fig. 12. Fig. 13 compares validation accuracy
of pre-experiment by original image with this experiment by velocity image. We confirm that the validation
accuracy for velocity images is little higher than original images.

Figure 9: Histogram of the speed values

Figure 10: Normalization filter for the velocity information
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We analyze prediction accuracy for a pregnancy based on a prediction rate for each patient. Prediction
results for test data can be treated as time series data for each patient. Fig. 14 shows examples of the time
series data. Figs. 14a and 14b show the time series data of success subject 4 and failure subject 6,
respectively. Fig. 15 compares Fig. 6 with Fig. 14. We confirm that prediction rates are improved by
velocity images. We use average for this time series data as a feature value for a subject. Tabs. 9 and 10
show the feature values of successful and failed subjects, respectively. In Tabs. 9 and 10, feature value
1 shows pre-experiment’s scores obtained by ultrasonic images and feature value 2 shows the
experiment’s scores obtained by velocity images. Figs. 16a and 16b show a box plot and a histogram for
the feature values. Figs. 16a and 16b show significant difference in the feature values for a pregnancy at

Figure 11: Example of the saved velocity images

Figure 12: Learning curve showing accuracy in velocity-based system. (final training accuracy: 1.0, final
validation accuracy: 0.61)
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the p = 0.05 level, since p value was 0.026 on a result of performing a t-test for the feature values. Fig. 17
shows ROC curve for these feature values. In the ROC curve, AUC is 0.72. Fig. 18 compares ROC curves in
pre-experiment by original image and this experiment by velocity image. In Fig. 18, AUC value for velocity
images is higher than original images. This result shows that the model of velocity images is better than the
model of original images. If cut off value is left upper point in the ROC curve, false positive rate, true positive
rate, and threshold value are 0.37, 0.68, and 0.38, respectively. When the threshold value is set 0.38, we have
the best accuracy of 0.66. Tab. 11 shows a prediction result when the threshold value is set 0.38. This
accuracy is lower than the model of original images. However, we confirm that velocity images generate
better model than original images because the velocity-based model has 0.72 AUC value.

Figure 13: Comparing validation accuracy for original and velocity images

Figure 14: Examples of time series prediction results (Success = pregnancy. Failure = no pregnancy) (a)
Success subject 4 (b) Failure subject 6
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Figure 15: Comparison of the time series prediction results (Success = pregnancy. Failure = no pregnancy.)
(a) Success subject 4 (b) Failure subject 6

Table 9: Feature values for subjects with pregnancy (success)

Subject’s number
(L: leaf, H: homogenous)
(validation group)

Feature value 1 Feature value 2

1 (L) (1) 0.89 0.92

2 (L) (1) 0.51 1.00

3 (L) (1) 0.83 0.32

4 (L) (2) 0.16 0.45

5 (L) (2) 1.00 1.00

6 (L) (2) 0.09 0.28

7 (L) (3) 0.21 0.34

8 (L) (3) 0.00 0.33

9 (L) (3) 0.37 0.08

10 (H) (1) 0.59 0.70

11 (H) (1) 1.00 0.50

12 (H) (1) 0.96 0.74

13 (H) (2) 0.95 0.38

14 (H) (2) 1.00 0.77

15 (H) (2) 0.81 0.52

16 (H) (3) 0.00 0.80

17 (H) (3) 0.36 0.47

18 (H) (3) 0.52 0.39

19 (H) (3) 1.00 0.35

AVG (SD) 0.59 (0.36) 0.54 (0.26)
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Table 10: Feature values for subjects with no pregnancy (failure)

Subject’s number (L: leaf, H:
homogenous) (validation group)

Feature value 1 Feature value 2

1 (L) (1) 1.00 0.36

2 (L) (1) 1.00 0.07

3 (L) (1) 0.00 0.08

4 (L) (2) 0.05 0.37

5 (L) (2) 0.27 0.39

6 (L) (2) 0.53 0.28

7 (L) (2) 0.01 0.51

8 (L) (3) 1.00 0.26

9 (L) (3) 0.00 0.46

10 (L) (3) 0.00 0.73

11 (L) (3) 0.27 0.30

12 (H) (1) 0.63 0.24

13 (H) (1) 0.14 0.14

14 (H) (1) 0.96 0.45

15 (H) (2) 0.97 0.00

16 (H) (2) 0.12 1.00

17 (H) (2) 0.03 0.62

18 (H) (3) 0.03 0.29

19 (H) (3) 0.05 0.14

AVG (SD) 0.37 (0.40) 0.35 (0.24)

Figure 16: Plotted feature values (Success = pregnancy. Failure = no pregnancy) (a) Box plot (b) Histogram

IASC, 2021, vol.29, no.2 349



Figure 17: Receiver operating characteristic (ROC) curve

Figure 18: Comparison of the receiver operating characteristic (ROC) curves

Table 11: Prediction results of the proposed using the threshold process

Actual class

Success Failure

Predicted class Success 13 7

Failure 6 12
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6 Conclusion

In this paper, we developed a system to predict success or failure of a pregnancy from a uterine
ultrasonic B-mode image. This system predicts a pregnancy based on uterine movement. In diagnosis by
a physician, it is general to predict a pregnancy based on an endometrial shape. However, there is a
problem that is not easy to evaluate correctly an endometrial shape by visual observation. The developed
system uses information of endometrial movement as new feature to predict a pregnancy. The uterine
movement is mainly analyzed by using a Cine MRI image because this image can analyze the uterine
movement more easily than the ultrasonic image. It is known that the uterine movement affects a
pregnancy. However, a diagnosis with a feature of the uterine movement had not been performing in the
ultrasonic image. In this paper, we consider that it will be possible to analyze the uterine movement from
the ultrasonic image by extracting the movement with the speed of 0.68 mm/sec. We confirmed that it is
effective for pregnancy prediction to analyze movement information using velocity images. The area
under the receiver operating characteristic curves of the velocity-based system was 0.72. Since the
receiver operating characteristic curves of the shape-based system was 0.65, we presented that the
velocity-based system is more effective for pregnancy prediction. In the future, we will analyze impacts
of image size and CNN architecture to improve prediction accuracy.

The velocity-based system would be applied for many studies. For example, it may predict menstrual
cycle from ultrasonic images by the velocity-based system.
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