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Abstract: Presently, the adoption of Internet of things(IOT)-related technologies
in the Smart Farming domain is rapidly emerging. The increasing number of
sensors used in diverse applications has provided a massive number of continu-
ous, unbounded, rapid data and requires the management of distinct protocols,
interfaces and intermittent connections. A low-cost, low-power, and low data-rate
solution is proposed to fulfill the requirements of information monitoring for
actual large-scale agricultural farms, which we will need pressingly in the future.
This paper designs a heterogeneous data acquisition and control system for differ-
entiated agricultural information monitoring terminal. Based on the IToT-CAN bus
architecture, the system can adapt different sensors and actuators, realize informa-
tion exchange, and facilitate modular splicing deployment. At the same time, the
heterogeneous network data interface is standardized, and the analytical storage of
heterogeneous data is standardized. Lastly, it verifies that IoT-CAN protocol
architecture is better than RoboCAN and CANOpen, and systems in agricultural
environment. It solves the problems of hardware difference and heterogeneous
data in monitoring system, which is of great significance to the establishment
of heterogeneous data standard of agricultural information.

Keywords: Agricultural internet of things; loT-CAN protocol; heterogeneous data;
distributed architecture; data analysis

1 Introduction

In recent years, the framework of agricultural information system has been initially shaped [1-3]. With
the development of intelligent agriculture, different types of sensor equipment from different manufacturers
will be used for different crop physiological environment monitoring information. The framework of the
agricultural information system has been initially shaped. With the development of intelligent agriculture,
different types of sensor equipment from different manufacturers will be used for different crop
physiological environment monitoring information.However, there is no uniform standard for the
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diversity of communication protocols and the application layer protocols of the Internet of things, which
leads to the diversity of the underlying devices and gateways of the Internet of things.It has caused the
following problems:First, most of the existing Internet of things systems through a single micro-control
unit (Microcontroller Unit, MCU) [4] to complete all the tasks of the system. If the task is too complex, it
will affect the execution of other tasks, resulting in an inefficient system; Second, the Internet of things
gateway is limited by the expansion of the interface of the underlying access device and the limited
number of interfaces, so the Internet of things devices with different protocols can only access the
gateway supporting the protocol.Thirdly, most of the hardware systems developed by single CPU
structure control have strong pertinence and poor expansibility. If the application environment changes or
requires access to new hardware, you need to redesign the hardware and update the software.At the same
time, most of the Internet of things terminal equipment integration is high, when one of the modules is
damaged, it is necessary to take out the whole module for maintenance or replacement, resulting in high
maintenance costs. Fourth, because of the heterogeneity of the acquisition terminal, the monitoring data
format will be very different, and then a large number of agricultural heterogeneous data will be
generated [5,6]. When these heterogeneous data are uploaded to the server and these heterogeneous data
are uploaded to the server, one is to increase the complexity of processing data, the other is because the
data parsing methods used in agricultural factories or data centers are different. We can't directly use
existing data resources, which will cause waste of information resources. When processing, one is to
increase the complexity of processing data, the other is because of the different data analysis methods
used in agricultural factories or data centers.

In the field of industry, modular design has some research results [7]. Christian et al. [8] proposed a
modular, distributed and extensible spacecraft system architecture, which is consistent in the design of
basic modules, improves the potential of saving, and increases the versatility of hardware. J. Su proposed
Idle slots skipped mechanism based tag identification algorithm with enhanced collision detection [9]
and a way that redundant rule detection for software-defined networking [10]. Park [11] proposed a
communication technology means using the remote engineering unit (REUs), that is, to realize the
autonomous work and communication of the remote engineering control unit through the 12C bus [12].
To meet the requirements of flexibility and reconfiguration, distributed architecture also needs to develop
component distributed design patterns on software. For example, RoboCAN (Robot CAN bus) [13] is a
distributed hardware design by deploying software engineering on a single chip microcomputer [14,15].
CAN bus has been successfully applied to many key control systems. By developing the new module and
improving the design and optimization of the control algorithm, a modular architecture can be created for
the integration of sensor data and distributed hardware control in the field of agricultural Internet of
things, and the control architecture can be upgraded.

With the upgrading of the agricultural Internet of things industry, it is necessary to upgrade the existing
monitoring information collection system architecture and establish an efficient information collection and
control system [16], so that it can break through the limitations of the existing collection links processing
heterogeneous data. Maximize the integration and utilization of existing information resources.Therefore,
this paper designs an agricultural heterogeneous data acquisition and control system based on loT-CAN
bus architecture protocol by combining [oT-CAN (Internet of things CAN, the following IoT-CAN) field
bus [17,18], and stm32 lightweight programming.

2 Structure

Based on the existing Internet of things model [19], which includes three layers: perception layer,
network layer and application layer, this paper proposes an agricultural heterogeneous data acquisition
and control system based on IoT-CAN bus.On the IoT-CAN architecture in the perception layer, hardware
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units such as sensors, actuators, and communication modules are integrated to maximize the scalability of
monitoring terminal design. [oT-CAN system consists of three parts: monitoring terminal, network data
interface in transmission layer and network platform in application layer. Based on the modular minimum
unit control design of CAN bus, the monitoring terminal realizes the collection of sensor information in
various agricultural facilities and the preliminary processing of heterogeneous data standardization. The
network data interface consists of two parts: data communication and data processing. The former
transmits the information collected by the information monitoring terminal to the remote data server, and
the latter receives the transmitted data.According to the predefined unified data format, the data is
standardized and stored, which is convenient for the network platform in the system. According to the
requirement of parameter control, the network platform can display the agricultural information data and
complete the remote network monitoring of agricultural information. At the same time, according to the
requirement of parameter control, the control instruction is conveyed down through the network data
interface, and the actuator on the CAN-IoT bus wakes up and receives the execution.

3 IoT-CAN Hardware Modular Design
3.1 IoT-CAN Modular Architecture

IoT-CAN architecture design takes “high aggregation, low coupling” as the design principle in software
engineering. By CAN bus communication, each module is divided according to the task, which reduces the
coupling of the module. By combining different modules, the roles of acquisition node, control node and
gateway node can be transformed. As shown in Fig. 1 above, the perception layer is a schematic diagram
of the modular architecture, in which various modules and their functions are: (1) Data Acquisition
Module (DAM): sensors that are responsible for data acquisition and support mainstream interface
protocols; (2) Device Control Module (DCM): Responsible for device control and can control devices
using mainstream interface protocols; (3) Power Clock Module (PCM): Responsible for system power
supply and system clock; (4) Data Storage Module (DSM): responsible for bus data storage. (5) Human
Interaction Module (HIM): responsible for human-computer interaction, support LCD display
information, voice broadcast, key input, etc.; (6) Edge Calculation Module (ECM): responsible for edge
computing [20,21], For example, by using the single-chip module to analyze the collected data for basic
automatic control, etc., the burden of the cloud server is reduced. (7) Data Transmission Module (DTM):
Responsible for data transmission, supports mainstream communication methods such as ZigBee, WiFi ,
4G, NB-IoT, and can be connected to other cloud platforms through configuration.

In Task Communication, ITC, each module performs its task, similar to the Embedded Operation
System, RTOS operating mechanism.Nowadays, due to the limitation of the core number of Micro
Controller Unit, MCU, the tasks in most RTOS [22,23] are asynchronous, and only one task is running at
each time.But in the agricultural IoT-CAN, because of the multi-work together, each task is synchronized,
at the same time, the multi MCU also means more available resources, which can meet some complex
functional requirements. Fig. 2 is a structural diagram of the agricultural [oT-CAN device, including the
communication layer, interface layer, hardware layer, driver layer, and task layer. The agricultural IoT-
CAN protocol is located in the communication layer and the interface layer and is responsible for bus
communication.

3.2 IoT-CAN Protocol Design

The IoT-CAN protocol is developed based on the CAN standard. The protocols developed based on this
standard include DeviceNet [24] for information exchange, security equipment and large-scale control
systems; Smart Distributed System (SDS) for highly trusted smart device-level networks; CAN Kingdom
[25] applied to machine systems; CANOpen [26,27] applied to industrial control; RoboCAN applied to
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robot hardware control and sensor data integration. The agricultural IoT-CAN has the same design goals as
RoboCAN. It has a centralized, lightweight, expandable and open system that can quickly integrate sensors,
controllers and communication modules on the [oT-CAN bus board. It is used in the fields of facility
agriculture, environmental monitoring, industrial manufacturing, etc. Therefore, the protocol needs to
meet: (1) Hot plugging of equipment (2) Flexible communication mode (3) Expandable equipment (4)
Transparent data transmission (5) Support bus configuration.
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Figure 2: Agricultural IoT-CAN device structure
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IoT-CAN is a non-master-slave protocol that does not require a master-slave protocol to maintain the
system, removes the complicated registration mechanism of the master-slave protocol, uses static 1D,
divides the CAN-ID interval according to the type of module, and supports standard frames and extended
frames. Fig. 3 shows the agricultural IoT-CAN ID allocation map. The first 3 digits of the ID are the
module code. Each module has a designated module code. The smaller the module code, the higher the
communication priority; the middle 5-bit standard frame or 23-bit extended frame It is an object code.
Each type of device in the module has a unique object code on the same bus, such as ambient
temperature and humidity sensors, CO, concentration sensors, etc.; The last 3 digits are the node number
to ensure that there can be up to 8 devices of the same module and type on the same bus. The node
number can be obtained through program definition or external input.

Standard CAN frame ID

10 9 8 7 3 2 1 0

«—Module code —} «—————Object code | |«—Node number—

Expand CAN frame ID

28 2 26 25 3 2 1 0

«—Module code — «—Node number—

Object code

Figure 3: Agricultural IoT-CAN ID allocation diagram

3.3 IoT-CAN Module Design and Data Collection

A development board and expansion module based on [oT-CAN design are shown in Fig. 4: Through the
design of serial port download switching circuit, can access the designated module download program, easy
to debug between modules. The circuit connection mode is consistent with each expansion module, and the
program based on the experimental development board can be downloaded directly to the corresponding
module. The Development board leads to the main control of all I/O ports for easy expansion. The design
module is divided into three parts: CAN transceiver, MCU, peripheral, CAN transceiver, and MCU as the
basic part, and the peripheral is the extended part, depending on the type of module.

Figure 4: Physical map of the development board and expansion module



1054 TASC, 2021, vol.30, no.3

The heterogeneous data in agriculture is mainly collected by sensors. Because of the different
transmission protocols, the data format frames are different.The common MS10 series of soil sensors, for
example, use 485 interface transmission protocols, while the illumination SHT10 series of sensors use
12C interface protocols, and some CO, sensors use serial ports. These results in the complexity of the
hardware interface and the complexity of heterogeneous data analysis.However, the circuit design idea
based on CAN bus in this paper provides a unified and universal physical conversion interface and
encapsulates each sensor into a minimized module unit for easy splicing.The STM32 added on the
module interface unit is used as the control chip MCU, whose function is to drive the sensor to complete
the data acquisition function and convert the collected data into a data frame that can be transmitted on
the IoT-CAN bus protocol. When all sensors complete the parameter information acquisition, all the
information is sent to the IoT-CAN bus, and the data integrity is judged CAN the specific MCU of the
bus.If the preset environmental parameters have been collected, all the IoT-CAN generated by a single
sensor are encapsulated into a complete standardized data format.Then the complete data frame is
transmitted by the data sending module on the IoT-CAN bus, such as the ZigBee module, the LoRa
module and so on, so as to facilitate the function of performing data parsing better after the data is uploaded.

4 Network Data Interface Design
4.1 Data Reception

The receiving part of the network data interface uses the HP-Socket framework to build. When the server
turns on the listening service, it waits for the node to establish a connection; The IoT-CAN monitoring
terminal communicates with the network data interface through the TCP/IP protocol, and the server uses
a fixed IP address to send the monitoring data to the server port. When there is a connection request, a
new thread is created for data processing; After the data verification is passed in the thread, if the data is
complete and meets the set requirements, the uploaded standardized data frame will be parsed through the
standard data frame, and the corresponding data parsing results will be transmitted to the corresponding
data storage server. The data analysis flowchart is shown in Fig. 5 below.

Data analysis of each
channel

Database Connectivity

Y

Read communication
data

Add timestamp

Communication data
protocol analysis

Protocol match

Figure 5: Data analysis flowchart of heterogeneous network

data storage

4.2 Data Standardization Analysis Storage

The system uses the HP-Socket framework to build the TCP service in the server. The node connects the
service through the TCP protocol to realize the heterogeneous data upload and the control instruction.Based
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on the TCP protocol, the platform defines the communication data format, including start and stop, item
identification number, separator, terminal unique network serial number, parameter packet, check code.
Entry and stop character determines whether the data is complete or not; the item identification number
identifies the item information, such as the planting item, the breeding item, etc.; the separator separates
each part of the data; the terminal uniquely enters the network serial number to identify the node to be
subordinate; the parameter data packet carries the node to collect the data or to control the instruction
data; the verify the correctness of the data, using the CRC16 check, the following is a complete data packet:

[JLAUO0001WS#0000000000000001#20190101120000@LTIT0144.90&EVTP026.10&EVHM064.
00#AS56A]

The definition of the data format is shown in the following 9 diagrams, where “[ ]” is the start and end
character, each occupying 1 byte; “JLAUO001WS” is the project identification number, occupying 8 bytes;
“#”, “@”, “&” are Separator, each occupies 1 byte; “0000000000000001” is the unique network access serial
number of the terminal, which occupies 16 bytes;

“20190101120000@LTIT0144.90&EVTP026.10&EVHMO064.00” is the parameter data packet, and the
time and parameters are separated by “@” , Each parameter is separated by “&”, time occupies 14 bytes, and
each parameter occupies at least 6 bytes; “LTIT0144.90” is a complete parameter data, the first four bytes are
parameter codes, and the fifth byte is Parameter serial number. Each node can carry multiple sensors of the
same type. This byte can be used to distinguish between the parameters, and the subsequent bytes are the
parameter values; “A56A” is the check code, which occupies 4 bytes.

This system uses MySQL database, and uses the Druid database connection pool to connect to the
MySQL database through Java language. After reading the database data, it is parsed and processed by
the server and sent to the browser front end for display; at the same time, the browser front end input The
control terminal protocol and other contents are sent to the server background and written into the
database after the server language analysis.

4.3 Data Communication Control

Network data is responsible for the down transmission of server-side control data instructions. After the
application layer in the remote server is judged according to the collected data, the corresponding control
mstruction is executed, and the network data interface is used to issue the instruction to the executive
terminal of the [oT-CAN bus board, so as to complete the control process.

For the sake of network security, the server needs to be isolated from the application program when the
server controls the data to be written into the database, so the database cannot directly call the network data
interface program, and the network data interface needs to periodically check the MySQL database. When
the control command identification is found, the content of the control command is read and transmitted to
the monitoring terminal through serial communication and TCP/IP protocol. The specific operation process is
shown in Fig. 7.

5 System Performance Test and Platform Application
5.1 Transmission Performance Test

5.1.1 Analysis of Comprehensive Bandwidth Usage

The usage of communication bandwidth in different cases is used as the reference standard of protocol
performance. The bandwidth test uses the design and development board as the protocol performance test
platform; the USBCAN-2E-U CAN bus analyzer is used to obtain the bus communication data; the
communication uses standard frames with a baud rate of 500 Kbps. The CAN bus analyzer can obtain
each frame of bus communication data (including frame ID and frame data, etc.) and the corresponding
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time, and then calculate the bandwidth usage in units of 1 s. Through Fig. 6, we can clearly see the data frame
analysis process.

Project
Start identification Terminal access Parameter packet Check
. End
number serial number code
JLAU0001
[ ws #| 0000000000000001 |# [ 20190101120000@LTIT0144.90&EVTP026.10&EVHMO064.00 |#| AS56A 1

| time | | Parameter 1 | | Parameter 2 | | Parameter 3 |

Z 2 Z Z

|20190101120000 |@| LTIT0144.90 |&| EVTP026.10 |&| EVHMO064.00 |

Parameter Parameter Parameter

encoding number value
U U U
LTIT | 0 | | 44.90 |

Figure 6: Schematic diagram of data frame analysis

Connect to the
database

v

| Start timer |

Follow-up control
mark

command

| Read control |

| Port communication |

.

| data transmission |

i

| Execution terminal |

End

Figure 7: Control command issuance process

Fig. 8 shows the bus bandwidth usage when the two data transmission modules perform data transparent
transmission. In the data transparent transmission mode, a response is generated for each message, so the
effective data transmission rate V needs to remove the bandwidth occupied by the protocol. The
calculation formula of V,is as follows:
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By
V=V x - 1
i X3 (1

where V is the total bandwidth usage, B is the number of bytes available for one communication, and B
is the total number of bytes for one communication. In agricultural IoT-CAN, By is 6 bytes, and B
(including request and response) is 22 bytes. Fig. 8 shows that the total bandwidth usage during
transparent transmission is about 45 KB/s. Substitute the above formula to get the protocol The V7 is
about 12.27 KB/s.
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Figure 8: Bandwidth usage during data transparent transmission

The data transparent transmission function is used to transmit long strings and large data blocks between
the edge computing module, the data transmission module and the data storage module. The real-time
communication requirements are lower than other modules. Fig. 9 shows the simultaneous data collection
and data transmission. Bandwidth usage at the time. The data transmission module DTM 1 only needs
2 bytes to send a data request, so the occupied bandwidth is the lowest; 4 data acquisition modules
(DAM) need 8 bytes to respond to the request, and the occupied bandwidth is basically the same; when
the data is transparently transmitted, DTM_2 is the sender to send data. Many, DTM_3 responds to the
receiver to send less data, so DTM_2 has a higher bandwidth than DTM_3; it can be seen from the figure
data that the data transparent transmission task and the data collection task do not interfere with each other.

The above experimental results show that when the protocol transmits data transparently, the bandwidth
usage is about 45 KB/s, and the effective data transmission rate is about 12.27 KB/s. It has a faster
transmission rate and meets the requirements of the architecture data transparent transmission rate; When
data transparent transmission and data collection are performed at the same time, each task can be
scheduled according to the bus priority, and tasks with lower priority such as data transparent
transmission and higher priority tasks such as data collection do not interfere with each other.

5.1.2 Comparison of Protocol Data Transmission Efficiency

CAN2.0A CAN standard frame has 11 bits of CAN ID. According to different data transmission lengths,
the total length of data CAN be between 47 and 111 bits. At the same time, the ratio of transmitted payload
and standard frame length, the maximum data transmission efficiency of CANstandard frame CAN be
57.7%. Fig. 10 is a comparison diagram of the transmission efficiency among IOT-CAN, ROBOCAN and
CANOPEN. We compared the transmission efficiency among IOT-CAN, ROBOCAN and CANOPEN.It
suggests that IOT-CAN is performing the same operation with a higher transmission efficiency, and its
maximum data transmission efficiency is about 55.2%. The main reason is that [oT-CAN streamlines the
command byte and uses part of the CAN ID as the command identifier. 35/5000 According to the
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reference, the data transmission efficiency of RoboCan is about 51.9%. The test data of CANopen
was obtained through the test environment's built, and the data transmission efficiency of CANopen was

about 54.5%.

1058

N -HOO®M W
~HHOO oS00 o

(s/d¥)wpimpueg

N HOO®I-©W W
HHHOOOOOo o

(S/84) wpmpueg

N - O O W~ © L0 ¢
MO0 OOoGo o

(S/8Y) wipmpueg



IASC, 2021, vol.30, no.3 1059

5.2 Practical Examples of Monitoring Platform

5.2.1 Agricultural Greenhouse Applications

When the sensor module is connected with the transfer module of the [oT-CAN bus designed above, the
sensor driver code can be executed in the STM32, and the normal parameter monitoring can be carried out
according to the environmental operation requirements of the greenhouse shed. Fig. 11 shows the
environmental parameter monitoring node based on module prototype design, which is used for
architecture testing and extended module development respectively.

Figure 11: The physical work display of the greenhouse monitoring node

The cloud server provides data receiving and storage service and web page access service, which is used
to realize the visual display of the collected data, including the information of collecting location, air
temperature and humidity, light intensity, carbon dioxide concentration and so on.The server background
is responsible for connection processing output database data and receiving user data for front-end
transmission.The function of monitoring platform is divided into three parts: user management, data
display and remote control.User management is mainly used for user login verification; data display
adopts three forms: broken line diagram, bar chart, and data view, and supports the export of excel data
files and collect data.Remote control monitors the acquisition terminal through web page settings. Fig. 12
shows the partial interface of the network platform.

5.2.2 Development of Environmental Monitoring Devices for Deer Farms

The deer farm environmental information monitoring node and equipment control node are also
designed based on the bus structure, and each module of the node can be added or deleted according to
the actual scene to avoid the repeated design of the circuit.It can be put into use only by modifying the
peripheral driver code, saving development time. The usage is shown in Fig. 13 below.
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6 Conclusions

According to the demand of the monitoring system of the agricultural Internet of things for the
processing of heterogeneous data, the standardized collection system of agricultural data based on the
IoT-CAN bus is designed. After practical verification and use, the following three conclusions are obtained:

1. The hardware architecture of the IoT-CAN bus is highly versatile, combining different sensor
modules to meet the needs of different scenarios. Through the basic functional interface provided
by the protocol, the fast access of each hardware unit can be realized, and the development cycle
can be reduced. It only needs to be modified at the software level based on the developed
hardware. The construction of experimental environment and experimental environment and
product development.Each module in the architecture is relatively independent, any module
damage does not affect the whole system, by replacing the damaged module can eliminate the fault.

2. The performance and practicality of the IToT-CAN bus protocol is strong. Through the test of the
protocol performance of the IoT-Can, the results show that the load bandwidth can meet the
transmission requirements in the agricultural Internet of Things. At the same time, IoT-CAN is
compared with RoboCAN and CANOpen has higher transmission efficiency and is more suitable
for modular design applications in the agricultural Internet of Things.

3. The network data interface designed by this system performs unified and standardized data frame
analysis and storage for the CAN format data frames uploaded through the IoT-CAN bus module
to facilitate the unified call of subsequent data. Through the use in multiple scenarios of the
agricultural Internet of Things, such as greenhouse environment monitoring, deer farm
environment and deer physical sign monitoring devices, the data collection reliability of
heterogeneous data systems based on IoT-CAN bus hardware topology architecture is proved.
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