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Abstract: In this paper we propose a computerized breast cancer detection and
breast masses classification system utilizing mammograms. The motivation of
the proposed method is to detect breast cancer tumors in early stages with more
accuracy and less negative false cases. Our proposed method utilizes clustering of
different features by segmenting the breast mammogram and then extracts deep
features using the presented Convolution Neural Network (CNN). The extracted
features are then combined with subjective features such as shape, texture and
density. The combined features are then utilized by the Extreme Learning
Machine Clustering (ELMC) algorithm to combine segments together to identify
the breast mass Region of Interest (ROI). We present a detection method utilizing
the ELMC clustering technique. Building a multi-feature set, the ELMC classifier
is utilized to perform classification of normal, benign and cancer breast masses.
Feature fusion is performed on the extracted shape, texture and density features
forming a fusion feature set. In the automated detection phase, we utilize the
fusion feature sets for classification. Extensive experimentation has been carried
out to validate the ability of our proposed method. We utilized a dataset of
600 female mammograms. The experiments measure the accuracy of our pro-
posed detection and classification method. The CNN coupled with the Extreme
Learning Machine Clustering algorithm achieves the highest accuracy, sensitivity,
specificity and ROC measures when combined with a multi-feature set. The mod-
el achieves 98.53% cancer detection accuracy, 95.6% benign detection accuracy
and 95% for normal cases.

Keywords: Breast cancer; Classification; Deep learning; Detection; Image
processing

1 Introduction

Breast cancer is a severe risk to female health. The mortality rate of breast cancer is very high and it is
classified as the first disease with highest death rate [1–3]. Mammography is usually utilized in breast cancer
screening due to its sensitivity to even small tumors [3–6]. Women are required to have a mammogram every
year when they are above 40 years old. For mass screening, especially in poor countries automated breast
cancer detection can aid in addressing this matter.

This work is licensed under a Creative Commons Attribution 4.0 International License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.

Intelligent Automation & Soft Computing
DOI:10.32604/iasc.2022.020662

Article

echT PressScience

mailto:NOSAlghamdi@pnu.edu.sa
http://dx.doi.org/10.32604/iasc.2022.020662


Many researchers investigate the utilization of convolutional neural networks and deep learning for auto
detection of breast cancer. Although, the vast developments of deep learning techniques continue to aid the
medical professionals to apply these methods to enhance the accuracy of cancer detection. Still the
computerized breast cancer detection especially in early stages is demolished with a high rate of false
positives and negatives. Computerized breast cancer detection has two metrics to help evaluate both false
rates the metrics are sensitivity and specificity. They average 86.9% and 88.9%3 respectively. To enhance
those metrics, deep learning accompanied with deep feature extraction and clustering are sought. Recent
studies prove that deep learning standalone breast cancer prediction systems can be enhanced through
aggressive feature extraction [6–10]. Breast cancer tumors usually occupy a small region of the
mammogram of the breast. For instance, a full mammogram image is around 4400 × 3200 pixels while an
early stage cancer region is only 120 × 120 pixels [9]. Therefore, recent studies employ pre-processing of
the mammograms through denoising to increase the contrast between breast masses and normal tissues.
Pre-training also can enhance the training accuracy and speed and also can save training time and
improve the false positive and negative rates [6–11].

Automated detection for breast cancer should comprise the following steps for better performance:

a) Mammogram preprocessing

b) Locating the Region of Interest which might include a tumor.

c) Feature extraction

d) Classifying benign and cancerous tumors according to the extracted feature.

Deep machine learning using convolutional neural networks (CNN), can perform objective feature
extraction without the aid of medical experts [7–10]. Subjective or objective features. Subjective features
extracted through medical experts can be coupled with the automated objective features for better
machine training process.

In this paper, we are presenting a novel breast cancer detection algorithm that combines a number of
deep features. The contributions of our research are as follows.

� We propose a technique that utilizes CNN and an extreme learning machine (ELMC) for feature
clustering through mammogram segmentation. Feature extraction, from each segment, is performed
by the CNN and then clustering is performed through the (ELMC) to localize the tumor region.

� Feature fusion is done for features extracted through the CNN with shape, texture and density features
of the breast tumor.

� In the automated detection phase, we utilize the fusion feature sets for classification by the ELM.

� Extensive experimentation has been carried out to validate the ability of our proposed method. We
utilized a dataset of 600 female mammograms.

The rest of the paper is divided as follows: related work is discussed in Section 2. Section 3 discusses the
methodology and the utilized dataset. Section 4 describes the experimental results while conclusions are
summarized in Section 5.

2 Related Work

Previous work on automated breast tumor detection emphasis on automated detection and classification
of breast cancer. The authors in [11] suggested a mass detection scheme, utilizing fuzzy C-means
segmentation algorithm using mammograms that is followed by a supervised CNN to classify the
segmented region. In [12], the authors utilized pixels region in a collective process to partition the tumor
in the digital image. Authors in [13] introduced an enhanced watershed algorithm that perform a coarse
partitioning of the breast tumor in the mammogram with edge detection by merging regions with the
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same gray-scale average values. In [14], the authors presented an algorithm to identify breast masses in
the mammogram and uses an adaptive threshold segmentation process, both locally and globally. In [15],
the authors utilized deep learning AlexNet CNN to detect masses in ultrasound images of the breast
respectively.

In the aspect of breast tumors classification, the authors in [16] generated a Bayesian-based network
process that utilizes some physical features that are manually done to program a computerized diagnosis
of breast cancer. In [17], the authors utilized ELMC classifier for feature classification of breast
masses and they performed a comparison with the SVM classifier. The authors in [18] utilized CNN to
predict the possibility of breast tumor by utilizing the CNN and train it with a dataset in the temporal
dimension. In [19] they applied deep learning to the analysis of breast cancer risk using training
data of 420 mammography images. In [20], the authors presented a feature-based CNN for cancer
and benign mass classification, accompanied with a decision tree. The research in [21] focused on
training of a CNN to extract breast tumor representations and classify them. In [22], the authors
presented a computerized mammogram feature analysis using deep learning to assess increasing
patient’s risk of breast cancer. In [23], the authors proposed an image analysis procedure using
Zernike second moment for feature extraction in a breast CAD automated system. The authors in [24]
presented a CAD system utilizing genetic algorithms to extract significant features utilizing forest
classification.

Previous work such as the research in [17] used only ELMC classifiers with better accuracy than
SVM machines but still with accuracy in the range of 89.5%. The work in [18] employs a temporal
dimension with average accuracy of 86.5%. While authors in [24] gained higher accuracy of
92.5% with feature forest classification. On the other hand, our proposed method denotes the use of
multi-feature fusion technique, combined with deep-CNN and ELMC classifiers with accuracy
reaching 98.5%.

3 Methodology

The proposed technique, in this paper, consists of five phases. The first phase is the preprocessing of the
mammograms. The second and third phases are mass detection and feature extraction processes respectively.
The fourth and fifth phases are the classifier training, and the classification processes. The description of the
five phases are described as follows:

1) In the preprocessing phase, denoising and contrast enhancement processes of the mammogram are
used to differentiate between breast tumors and the other masses.

2) Mass identification is done to predict the region of interest which is the tumor.

3) Feature extraction includes deep objective features such as morphological, texture and density
features.

4) The training of the classifier is performed by using breast mammograms dataset using the
corresponding labels.

5) Automated diagnosis is performed using the classifier.

3.1 Preprocessing Phase

Preprocessing techniques such as the adaptive mean filter technique (AMFT) as presented in [25], is
utilized to remove noises in the mammograms. The concept behind the AMFT is to perform an anchor
sliding process in the image gradient using the mean, variance, and other spatial correlation functions to
decide if this window encloses noise. Pixels with suspected noise value are replaced with the mean value
of the sliding window.
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In our paper, we propose a contrast augmentation algorithm that enhances the differences between the
tumor masses and other breast masses. The procedure is to extract a uniform histogram from the
mammogram, followed by image enlargement on the grayscale to enhance the contrast and increase the
clarity of the details of the image.

Mammograms usually include noises that affect the tumor area detection and may not lead to a trusted
diagnosis. We measure skewness as a representation of the noise in images. Skewness is defined as a function
of the mean and standard deviation of a random variable x as shown in Eq. (1).

Skew Xð Þ ¼ E X � m3ð Þ
r 3

(1)

Zero skewness indicates the absence of noise in the image [26–28]. In our proposed process we will
denoise the mammogram until the skewness is near zero. We devised a DCT-IDCT optimization process
to minimize the influence of the noise in mammograms without sacrificing the texture. Fig. 1 shows a
mammogram with a tumor that undergoes the Denoising technique. The steps of the Denoising technique
is depicted in Fig. 2.

Figure 1: The denoising process (a) is the image before denoising, (b) is the image after denoising

Figure 2: The denoising algorithm
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Fig. 1a is the mammogram before denoising, while Fig. 1b is the images that underwent the denoising
process. As shown in the figure, the difference between the breast and the other parts in the mammogram is
enhanced and the boundary is well defined.

3.2 Mass Region Detection

Mass region identification is to differentiate the mass portion from other parts [29–31]. Accurate mass
segmentation can lead to more accurate feature extraction. In this research, we are introducing a breast mass
detection technique that utilizes domain CNN feature extraction and extreme learning machine clustering
technique. The Mass region detection algorithm is summarized into the following steps:

1) Start preprocessing phase of the mammogram to extract the ROI,

2) Partition the RIO into several overlapping sub-regions,

3) Identify the deep features of each part,

4) Perform Clustering of the partitions according to the feature-matching procedure,

5) Determine boundaries of the breast mass area.

The application of the procedure on an image of a mammogram is shown in Fig. 3.

In our paper, we propose a contrast augmentation algorithm that enhances the differences between
the tumor masses and other breast masses. The procedure is to extract a uniform histogram from the
mammogram, followed by image enlargement on the grayscale to enhance the contrast and increase the
clarity of the details of the image.

3.3 Deep-Feature Extraction

We propose a Deep-CNN for deep-feature extraction from the region of interest partitions. The CNN
classifier can diagnose breast tumors from the mammogram images via deep learning. As shown in
Fig. 4, the Deep-CNN has an input layer followed by several convolution (CL) and pooling layers (PL)
followed by a classifier; and an output layer at the end. The CL converts the input ROI image into
smaller ones of proportion 4 to 1. The PL layer performs a max pooling approach to shrink the size of
image to a one-fourth of its original size. The CNN classifier has two fully connected (FC) layers that
leads to the determination of the tumor class.

Figure 3: Mass region detection
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3.4 Extreme Learning Machine Clustering (ELMC)

Our proposed technique clusters CNN-extracted features using the extreme learning machine clustering
algorithm (ELMC). We identify three clusters where ROI features are clustered into them. The three clusters
are normal mass, benign mass and cancer mass regions.

ELMC technique is used to discover the structural relations that occur between unlabeled dataset
[32,33]. The description of the ELMC algorithm is as follows:

1) The feature matrix M ∈ RNxn0 is used as an input to the algorithm,

2) The algorithm produces the clustering results.

3) Laplacian differential operator is computed from M

4) A hidden neuron layer will generate an output matrix Z ∈ RNxnh

5) If nh is less than the input n0, then

Compute the output weights using the following equation

bj jj j2 þ � Tr bTHTLHb
� �

(β is the set of weights between the hidden and the output layer)

Otherwise calculate the output weights.

3.5 Classification of Normal, Benign and Cancer Masses

We propose a classification method using ELMC algorithm fused with the deep features. The method
first extracts the deep features from the CNN and then identifies the texture and density features from the
mass ROI. The fusion features are then classified into the three categories of normal, benign and cancer
diagnosis.

3.5.1 Feature Modeling
CNN will identify the deep features of the breast masses as the main representation of the masses’

properties. According to medical experts, breast cancer mass in mammograms usually has irregular shape
with a rough covering edge with firm nodules. The cancer mass density is non-uniform with respect to
the surrounding tissues. On the other hand, the benign breast mass has a regular shape with smooth edges
with small nodules. The benign mass density is uniformly distributed with the surrounding tissues. The
normal tissues are usually blended with the surrounding with no edges separating them.

Figure 4: CNN for mass detection
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3.5.2 Deep Features
The function of the convolution-pooling layers (CP) of the Deep-CNN is mainly feature extraction. CP

layers extract the essential image features without supervision. A Deep-CNN network, with ten layers, is
used in the extraction procedure as described in Tab. 1. The input image to the convolution neural
network is the breast mass area under diagnosis [34]. The final fully-connected (FC) layer has 20 neurons
(2 × 2 × 5) which denotes the mass deep features: DF1= [f1, f2, : : : , f20].

3.5.3 Shape Features
According to medical experts, breast cancer mass has asymmetrical shapes and rough edges with

the nearby tissues. Shape properties are the main ones in differentiating between normal and cancer
tissues [35]. In our research, we utilized roundness, Length-to-width ratio, Convexity, and edge roughness
as the shape features which are represented as: DF2 = [s1,s2,s3,s4,s5]. Tab. 2 illustrates the definitions of
the shape features.

Table 1: CNN layers

Layer Type Layer function

1 Input 1024 × 1024 pixel blocks

2 First CL 660 × 10 × 1 convolutions

3 First PL Max pooling function

4 Second CL 128 (3 × 3 × 32) convolutions

5 Second PL 2 × 2 max pooling function

6 Third CL 256 (3 × 3 × 32)

7 Third PL 2 × 2 max pooling function

8 FC Layer 20 hidden neurons

9 Feature Extraction Layer Softmax

10 Output Layer 1. Normal mass

2. Benign tumor

3. Cancer

Table 2: Definition of shape features

Shape feature Definition

Roundness Difference between volumes of the smallest and the largest breast mass enclosed
ellipsoid

Length-to-width ratio The ratio between the longest lengths of the breast mass to its longest width.

Convexity The ratio of the tumor border to the enclosing convex hull

ROI signal to noise
ratio

Signal to noise ratio for the breast mass interior region

Edge roughness The average distance from each point on the tumor edge to its center.
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3.5.4 Textural Features
Texture is the main parameter to define the benign and cancer breast mass features and is the main early

diagnosis aid for breast cancer. In this paper, we calculate Haralick texture features namely the Angular
Second Moment (energy), Entropy, Contrast, Inverse Difference Moment and their average using the
gray-level co-occurrence matrix.

The corresponding features are formulated as DF3 = [tx1, tx2, tx3, tx4, tx5]. Tab. 3 illustrates the
definitions of the texture feature.

3.5.5 Density
Breast mass density can identify the status of normal, benign or cancer characteristics [36,37]. In this

research, many density features have been studied. The study leads to seven common features that are
computed from the mammogram region of interest histogram. They are defined as: histogram mean,
variance, Symmetry, and peak. The other features are extracted from the histogram gray density and they
are variance, skew, and peak of the histogram gray density. These features are represented as expressed as
DF4 = [d1, d2, …. d7].

The definitions of the density features are presented in Tab. 4.

4 Experiments

Extensive experiments are performed to validate the Deep-CNN mass detection algorithm. The breast
cancer detection algorithms fuse deep features with shape, density and texture features. In the next
subsection, we are describing the experiment setup and evaluation procedures. We also introduce the
experimental results that are done extensively.

Table 3: Definition of texture features

Texture feature Definition

Angular second moment
(energy)

It indicates textural Uniformity. Angular second moment has the highest value
with a periodic grey level distribution.

Entropy Entropy indicates the disorder of an image which increases when the texture is
not uniform.

Contrast Contrast is a measure of the local variations in an image.

Inverse difference
moment (IDM)

IDM is a measure for image homogeneity.

Table 4: Definition of density features

Density
feature

Definition

Symmetry Symmetry is measured by the skew, either data is not skewed or the data are skewed to the
left or right side of the histogram.

Peak A histogram can have several peaks. A peak happens when histogram falls followed by a
rise.
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4.1 Dataset

The dataset utilized in this paper consists of 600 mammograms, 150 of them are normal tissues,
350 cancerous mass images and 150 benign. These images are included in the dataset DDSM: Digital
Database for Screening Mammography [4]. The region of the breast masses of all mammograms are
marked by the medical experts accompanied with diagnosis performed by pathologists.

4.2 Experiment Procedures

We are presenting the experimental parameters setup and procedures in the following subsections. All
experiments are performed on mammograms from the DDSM dataset [4].

4.2.1 Mass Identification
The mass identification algorithm utilizes the Deep-CNN and the ELMC algorithm. We present both

algorithms and compare them to the Marker-controlled lesion segmentation algorithm (WA) presented in
[13] and the adaptive technique (ATT) presented in [14]. The comparison emphasis is the verification of
the accuracy of these techniques.

The CNN parameters are described in Fig. 4 and in Tab. 1. The learning rate of the CNN experiments is
0.0025. The hidden neurons number is set to N = 1000.

4.2.2 Breast Cancer Detection Experiment
Breast cancer detection utilizes the shape, density and texture features of the tested masses using feature

fusion. We performed experiments on single, double and multi-features. Single feature experiments include
the features extracted from the CNN only. Double features experiments include one of the shape, density and
texture features. Multi-features experiments include CNN features combined with several other shape,
density and texture features. To compare our proposed method, we used the technique presented in
Aličković et al. [24] (GARF) as it is considered one of the state of the art. We also combined our
methodology with the SVM classifier to compare it to the ELMC classifier.

4.2.3 Detection Metrics
The detection metrics namely area under the curve, accuracy, sensitivity and specificity are utilized in

our experiments. They are defined as follows:

Accuracy ¼ TP þ TN

TP þ FP þ FN þ TN
(2)

Sensitivity ¼ TP

TP þ FP
(3)

Specificity ¼ TN

TN þ FN
(4)

where TP and TN are the numbers of correctly predicted positive and negative cases respectively. FP and FN
are the numbers of incorrectly predicted positive and negative cases respectively.

The higher the value of accuracy (Eq. (2)), sensitivity (Eq. (3)) and specificity (Eq. (4)), the better the
cancer detection is. We utilized the k-fold validation technique presented in [38].

4.3 Experiment Results

In Tab. 5, the results of the experiments are illustrated. We listed the accuracy, sensitivity and specificity.
We also listed the normal, benign and cancer breast mass classification accuracy. We illustrated the
experiments due to different models, namely CNN alone with single, double and multiple fusion. As well
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as experiments with the model of CNN combined with ELMC clustering technique. Again we tested this
combined model with single, double and multi feature fusion.

Performance of the classifier is measured by the AUC - ROC Curve, especially in multi-class
classification, AUC presents the Area under the Curve and ROC presents the Receiver Operating
Characteristics [25]. Classification model with an AUC near 1 indicates a good metric of separability. The
higher the AUC the better is the classifier performance. AUC is a curve that plots the true positive rate
against false positive rate. Fig. 5 illustrates the AUC for the first two models in Tab. 5 (CNN + single
feature, and CNN combined with ELMC + single feature). Fig. 6 illustrates the AUC for the third and
fourth models in Tab. 5 (CNN + double features, and CNN combined with ELMC + double features).
Fig. 7 illustrates the AUC for the last model in Tab. 5 (CNN combined with ELMC + multi-feature for
several combinations of shape, texture and density features). From The ROC curves it is established that
models which combine the CNN with the ELMC clustering algorithm perform much better than models
that adopt the CNN alone. Also, it is established that multi-feature fusion has higher ROC and hence
better classification capabilities.

Table 5: Breast cancer detection experiment results

Features Model Accuracy
%

Sensitivity
%

Specificity
%

Cancer
detection
accuracy
%

Benign
detection
accuracy
%

Normal
detection
accuracy
%

Single
feature

CNN
alone

86.21 84.51 85.25 87.26 84.34 83.21

Double
feature

CNN
alone

87.22 85.44 86.65 88.92 85.85 86.15

Multi
features

CNN
alone

89.67 87.37 87.92 90.17 87.78 88.12

Single
feature

CNN +
ELMC

93.41 91.33 91.93 94.91 91.91 90.97

Double
feature

CNN +
ELMC

95.42 93.32 93.88 96.99 93.87 94.18

Multi
features

CNN +
ELMC

97.43 95.32 95.92 98.53 95.58 95.02

Single
feature

CNN +
SVM

90.11 90.13 90.43 91.94 90.01 89.17

Double
feature

CNN +
SVM

91.32 91.62 91.18 92.59 92.47 93.28

Multi
features

CNN +
SVM

92.93 93.52 93.95 93.93 92.18 92.32

GARF
(Base line)

95.11 94.12 94.24 95.13 94.08 94.55
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When the CNN is combined with the extreme learning machine clustering (ELMC) classifier, the
performance of the CNN feature model is higher than The CNN alone model. Also, the CNN combined
with the extreme learning machine clustering algorithm partnered with the feature fusion has the best
accuracy in cancer detection, and it increases with increasing the number of the features used.

Figure 5: ROC curves of CNN with and without ELMC classifier for single feature

Figure 6: ROC curves of CNN with and without ELMC classifier for double features
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5 Conclusions

This research presents a breast cancer detection model based on multi features fusion technique. Several
features that are extracted from the CNN from the tested breast mass are combined with other features from
the ELMC clustering algorithm for better classification. For mass detection and classification, the ELMC
classifier is utilized following the CNN to identify the normal from the cancer masses. Several features
are fused with the deep features extracted by the CNN architecture. The multi-feature set includes shape,
texture, and density features. The choice of features and their number are the main contributors in
enhancing the cancer detection accuracy. We coupled subjective features (shape, density and texture) with
objective features extracted by CNN. The Sofomax is utilized to differentiate between normal and cancer
masses. We utilized the ELMC clustering algorithm for better effect combined with a multi-feature set.
Experiments on 600 cases of mammograms were carried and it demonstrated that the proposed method
has higher performance than other existing methods. The CNN coupled with the Extreme Learning
Machine Clustering algorithm achieves better accuracy than other state of the art methods. The false
negative rate is also highly reduced when the ELMC algorithm is coupled with a multi-feature set. The
model achieves 98.53% cancer detection accuracy, 95.6% benign detection accuracy and 95% for normal
cases.
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