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Abstract: Corona Virus disease 2019 (COVID-19) has caused a worldwide
pandemic of cough, fever, headache, body aches, and respiratory ailments.
COVID- 19 has now become a severe disease and one of the leading causes of
death globally. Modeling and prediction of COVID-19 have become inevitable
as it has affected people worldwide. With the availability of a large-scale universal
COVID-19 dataset, machine learning (ML) techniques and algorithms occur to be
the best choice for the analysis, modeling, and forecasting of this disease. In this
research study, we used one deep learning algorithm called Artificial Neural Net-
work (ANN) and several ML algorithms such as Support Vector Machine (SVM),
polynomial regression, and Bayesian ridge regression (BRR) modeling for
analysis, modeling, and spread prediction of COVID-19. COVID-19 dataset,
maintained and updated by JOHNS HOPKINS UNIVERSITY was used for
ML models training, testing, and modeling. The cost and error generated during
ANN training process was reduced using technique called back propagation
which dynamically adjust the synapses weights to perform better predictions.
The ANN architecture included one input layer with 441 neurons, 4 hidden layers
each have 90 neurons and one output layer. ANN along with other ML algorithms
were trained to model the prediction of COVID-19 spread for the next 10 days.
Experimental results showed that BRR technique overall performed better predic-
tion of COVID-19 for the next 10 days. The modeling of infectious diseases can
help relevant countries to take the necessary steps and make timely decisions.

Keywords: COVID-19; modeling; prediction; deep learning; machine learning;
support vector machine; Bayesian modeling

1 Introduction

In December 2019, a new type of coronavirus was called COVID-19 was identified in Wuhan, China.
The rapid spread of the disease affected thousands of people early in China and within few months reached
almost every country worldwide [1]. At present, several countries through effective measures have managed
to control this pandemic but have been challenged by the new orientation and shape of this virus resulting in
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compelling people to lockdown [2]. Currently, the USA, Europe, and South Asian countries have been the
center of the COVID-19 outbreak causing thousands of deaths [3]. In early 2020, the World Health
Organization (WHO) has declared this virus a “global pandemic” thus compelling researchers globally to
work collectively to find the disease cause and subsequently stop it [4]. The new type of virus appears to
be more harmful and has caused a great threat to human safety due to its potential harm and fast-
spreading power. Consequently, this pandemic has become the prime topic of current research. Recently,
many studies have been carried out suggesting the pandemic preventive measures and transmission
constraints [5–8]. With the advancement in Internet technologies such as 4G, 5G, and 6G, researchers can
instantly collaborate and work in the different parts of the world to come across a solution for the control
and spread of COVID-19 [9,10].

In this study, we study the transmission characteristics of COVID-19 by employing DL and ML
algorithms such as Artificial Neural Network (ANN) Support Vector Machine (SVM), Bayesian ridge
regression (BRR) model, and polynomial regression to model the disease spread process. Due to the
COVID-19 high spread across the world, this study also aims to understand, analyze, and model its
spread trends.

1.1 COVID-19 Analysis Using Python Libraries

The following Python packages and libraries were important and used for performing basic analysis
regarding the disease spread, mortality, recovered cases, and causes. Pandas: for importing and
performing various operations on the dataset, i.e., reading the dataset, performing scaling, feature
engineering, etc [11]. Numpy: for performing mathematical calculations and supporting Pandas operations
[12]. Matplotlib: for plotting graphs and visualizations [13]. Pycountry_convert: Python library for getting
countries and continents names [14]. Keras: for creating prediction models [15]. Plotly: for creating
interactive plots [16]. Folium: library for working with maps [17].

1.2 Dataset

Four CSV files, namely, timeseries_covid19_confirmed_global.csv, time_series_covid19_deaths.csv,
cases_country.csv, and cases_time.csv were initially imported from the JOHNS HOPKINS University
Github repository [18]. The dynamic dataset is updated and maintained by JOHNS HOPKINS University
daily. It was confirmed that the latest up-to-date version of the dataset is imported and used for analysis
and modeling purposes. The dataset is in the form of time-series data from 22 January 2020 to date.

1.3 Data Preprocessing

Before performing the analysis and modeling tasks, some data preprocessing steps were carried out.
These steps involve renaming column names to more concise and readable names, determining the total
number of active COVID-19 cases, changing country names required for the pycountry_convert library,
assigning codes to continents names, identifying, and removing invalid entries, and removing outliers.

1.4 General Analysis

At an abstract level, we performed general data analysis to figure out COVID-19 effects worldwide.
Tab. 1 shows global confirmed cases, deaths, recovered cases, active cases, incident rate, and mortality
rate per 100 people. These figures reveal that COVID-19 spread is increasing worldwide, but the
mortality rate has dropped down in 2021 as it was 3.11 during 2020. Tab. 2 shows continent-wise
COVID-19 cases where it can be observed that Europe has the highest incident rate and deaths.

For brevity, we presented the 10 most-affected countries by COVID-19 to date in Tab. 3. Due to effective
measures, China is now nowhere in the most affected countries from where the virus was originated,
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whereas, among these 10 most affected countries, most of them advanced in terms of hospitals, vaccines, and
facilities [19]. The COVID-19 figures for the USA are serious with the greatest number of confirmed cases,
deaths, and incident rates. The figures also show that if proper measures are not taken immediately, India
could surpass the USA in terms of mortality as medical facilities are far less in India compared to the
USA. Fig. 1 shows the top 10 countries having confirmed COVID-19 cases with the USA, Brazil, and
India at the top three, whereas Fig. 2 shows the top 10 countries with the most mortality with the USA,
Brazil, and Mexico at the top three in the list.

To determine how various cases are linearly related, we plotted a heatmap in Tab. 4 of the correlations of
confirmed cases, recovered cases, deaths, and active cases. It can be noted that confirmed cases are strongly
related to the death rates, which means if more people are infected by the virus, then there will be more
mortality.

The correlation between various cases increases if we perform continent-wide correlation as shown in
Tab. 5. We can conclude that the correlation between confirmed-death cases, confirmed-recovered cases,
confirmed-active cases, and the confirmed-incident rate has become stronger as compared to worldwide
cases.

2 Analyzing COVID-19 Spread

In this section, we perform an analysis of how the COVID-19 virus spread across the globe and spread
trends across continents and in most affected countries. The graph in Fig. 3 shows the COVID-19 spread
pattern from day 1 to date. On X-axis we have the number of days whereas Y-axis denotes the number of
cases in scientific notation. Moreover, a summary is also shown on the graph showing the mortality rate

Table 1: COVID-19 Global confirmed cases, deaths, recovered cases, active cases, incident rate, and mortality
rate per 100 people

Confirmed Deaths Recovered Active Incident_Rate Mortality Rate (per 100)

134102467 2905149 76218908 22174070 532060.03 2.17

Table 2: Continent-wise COVID-19 confirmed cases, deaths, recovered cases, active cases, incident rate, and
mortality rate per 100 people

Confirmed Deaths Recovered Active Incident_Rate Mortality Rate
(per 100)

continent

Africa 4319300 114951 3857747 346602 31530.90 2.66

Asia 30048735 436922 26932682 2679131 99845.94 1.45

Australia 39887 1005 26447 12435 276.83 2.52

Europe 41312064 943553 21292053 16715576 296062.96 2.28

North America 35793014 818033 3949865 581658 48351.51 2.29

Others 502086 7971 441293 52822 14098.64 1.59

South America 22087381 582714 19718821 1785846 41893.26 2.64
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from day 1 up till now, confirmed and death cases in the last 5 days, and confirmed and death cases in the last
24 hours.

As the research study was conducted in Pakistan, therefore, it was deemed to compare the
COVID-19 spread pattern in Pakistan with other most affected countries. Referring to Fig. 4, it can be
observed that besides Japan, all other countries have a higher virus spread trend as compared to Pakistan.
Moreover, the USA has the highest spread rate. It is worthwhile to comprehend the worldwide growth of
upsurge in the number of cases over time. There is always an arrangement in any data, but the
apprehension is how intensely data follows a trend. The spread of COVID-19 is exponential as it takes
67 days for positive cases of COVID-19 to reach 0.1 million figures while it takes only 11 days to reach
0.2 million, 4 days to reach 0.3 million, and just 2 days to reach 0.5 million. This trend demonstrates
how rapidly it spreads.

Table 3: Top 10 countries with confirmed cases, deaths, recovered cases, active cases, incident rate, and
mortality rate per 100 people

Confirmed Deaths Recovered Active Incident_Rate Mortality Rate
(per 100)

Country

USA 31003585 560127 0 0 9410.25 1.81

Brazil 13279857 345025 11668734 1266098 6247.60 2.60

India 13060542 167642 11913292 979608 946.41 1.28

France 5000156 98202 312540 4589414 7660.31 1.96

Russia 4572053 100554 4200282 271217 3132.95 2.20

United Kingdom 4385025 127224 13467 4244334 6459.39 2.90

Italy 3717602 112861 3060411 544330 6148.68 3.04

Turkey 3689866 33201 3232892 423773 4375.04 0.90

Spain 3336637 76179 150376 3110082 7136.46 2.28

Germany 2966789 78049 2640300 248440 3541.00 2.63

Figure 1: The top 10 countries having confirmed COVID-19 cases with the USA, Brazil, and Mexico at
the top
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Figure 2: The top 10 countries having death COVID-19 cases with the USA, Brazil, and India at the top

Table 4: Heatmap showing the correlations of confirmed cases, recovered cases, deaths, and active cases

Confirmed Deaths Recovered Active Incident_Rate Mortality Rate
(per 100)

Confirmed 1.000 0.953 0.525 0.294 0.230 0.014

Deaths 0.953 1.000 0.544 0.338 0.230 0.088

Recovered 0.525 0.544 1.000 0.219 0.122 0.027

Active 0.294 0.338 0.219 1.000 0.214 0.026

Incident_Rate 0.230 0.230 0.122 0.214 1.000 –0.093

Mortality Rate
(per 100)

0.014 0.088 0.027 0.026 –0.093 1.000

Table 5: Continent-wide correlation between various cases

Confirmed Deaths Recovered Active Incident_Rate Mortality Rate
(per 100)

Confirmed 1.000 0.965 0.694 0.643 0.733 –0.100

Deaths 0.965 1.000 0.586 0.662 0.717 0.099

Recovered 0.694 0.586 1.000 0.548 0.627 –0.247

Active 0.643 0.662 0.548 1.000 0.983 0.011

Incident_Rate 0.733 0.717 0.627 0.983 1.000 –0.082

Mortality Rate
(per 100)

–0.100 0.099 –0.247 0.011 –0.082 1.000
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Figure 3: Global COVID-19 spread pattern from day 1 to date

Figure 4: COVID-19 spread pattern in Pakistan with other most affected countries
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3 Methodology

To predict the global spread of COVID-19 in the future we used one deep learning algorithm called
Artificial Neural Network (ANN) and several machine learning algorithms such as SVM, polynomial re-
regression, and Bayesian Ridge Regression (BRR) modeling [20–22]. The goal of Artificial Intelligence
(AI) is to make computers think and act like humans. DL and ML is a subject of AI commonly used for
making predictions using existing data and performing classification. DL and ML differ from traditional
AI techniques in the way that they use training data instead of hard-coded programming. ML techniques
train a model or a system to solve a problem instead of writing hard-coded programming rules. For
training the system, the most important element is the data source. A working pattern is developed for a
model, which tells what data is provided to the system, how the data is processed, and what type of data
is produced. The data produced is used for making future predictions and taking decisions [23–25]. ML
models are mathematical and are used to approximate the behavior of a system. ML is further divided
into supervised and unsupervised learning, wherein supervised learning inputs and outputs are known and
available in the dataset [26–28]. In unsupervised learning, the output labels are not available and patterns/
clusters are made out of existing input data [29–32].

DL algorithms are an advanced form of ML algorithm where the important features are identified by
neural networks instead of telling them what features are important and what are not [33,34]. Therefore, a
little feature engineering process is applied as most of the time the hidden patterns and important features
are learned by the DL models themselves. While training the DL models, most of the time the feature
engineering process is bypassed. DL algorithms will be preferred in most circumstances as not dealing
with feature engineering is good as this process become harder and harder especially in those
environments where the dataset is large and complex.

3.1 Architecture and Working of Neural Networks

Neural Networks take input data in the form of processed features and make predictions by learning
patterns between input and output features. To make accurate predictions, output results are compared to
the desired results. The more the data is provided the better the learning and predictions will be. If the
actual output results are not equal to or near to desired output results then the architecture, internal
weights, and internal states are adjusted to make correct predictions.

Deep neural networks such as artificial neural network (ANN), recurrent neural networks (RNN) [35],
convolutional neural networks (CNN) [36], and deep autoencoders [37] differs from traditional ML
algorithms in that they use hidden layers (the number of hidden layers can vary from 1 to thousands).
Each hidden layer accepts the features that come from the previous layers, transforms them, and makes
the desired operations. Each hidden layer performs some feature engineering tasks as each layer extracts
some meaning from the data that was received from the previous layer. Deep neural networks can extract
meaningful information from any type of data using the same computations. This means that whether the
data is in the form of images or text, the same computational model and training process will be used to
extract information from them. During the initial stages of the training process of neural networks,
random weights are assigned to neuron synapses, biasness is added to the input vectors, predictions are
made, and the actual result is compared to the desired result. For reducing prediction costs and errors, the
weights and vectors are adjusted to produce more accurate results in the next training cycle. The training
process of neural networks is continued until the difference between the actual predicted results and the
desired result is minimal. Considering the nature of the data, out of many DL algorithms, the ANN
algorithm was selected for modeling the COVID-19 spread process and future prediction. ANN works
similar to the way the human brain analyzes and processes information for making decisions [38]. Like
other DL algorithms, ANNs have self-learning capabilities, which enable them to produce more accurate
predictions as more data is provided. A common and popular type of technique called backpropagation is
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often used by ANN for learning rules and minimizing the error between actual results and predicted results.
As now more and more data is generated by various companies, the practical applications of ANNs are far
and wide targeting fields such as education, finance, business, industry, natural language processing (NLP),
traffic safety [39], self-driving cars, and identifying spam emails, etc. [40–42].

3.2 COVID-19 Modeling and Global Predictions

For modeling COVID-19 spread and making future predictions, the following parameters were set for
the ANN configuration and training process. The parameters included the number of neurons at the input
layer, the total number of hidden layers, the number of neurons at each hidden layer, the activation
functions used in the hidden layers and the output layers, the number of neurons at the output layer, and
the number of epochs. The architecture of ANN included 441 neurons at the input layer, 4 hidden layers
each having 90 neurons, and one output layer having one neuron. The Leaky ReLU activation function
was used in the neurons of the hidden layer to accept, process, and transform the data to subsequent
layers. For the configuration and training ANN, a total of 13,201 parameters were used. Moreover, for
ANN modeling compilation, the optimizer was set to Adams, the mean squared error was used to
measure the model loss whereas accuracy was used as a metric.

The data on the graph in Fig. 5 shows the next 10 days’ predictions made by the ANN model. We can
note that the predicted curve is the same as the actual curve from 22 January 2020 to 16 January 2021 but
later spread away from the actual curve. The reason for the predicted curve to spread away from the actual
curve is that the ANN model is making predictions on previously available COVID-19 cases data and is
trained according to previous data. Due to preventive measures followed across the world, the actual
curve moves down showing the fewer number of confirmed cases than was predicted.

When trained for the prediction of global death cases, the ANN model showed a similar curve to that of
global confirmed cases. The predicted curve in Fig. 6 is similar to the actual curve from 22 January 2019 to

Figure 5: Actual spread curve vs. ANN predicted curve and the next 10 days predictions made by the ANN
model
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21 April 2019 but later on, up to December 2020, showed a lower number of deaths than the actual deaths.
Nonetheless, from 22 January 2019 to December 2020, the predicted curve was very much similar to the
actual curve. Interestingly, after December 2020, the predicted curse showed a higher number of death
cases than actual deaths. Moreover, the data on the chart presented in Fig. 6 showed predictions for the
number of deaths to the next 10 days at the time when this research study was carried out. We noted that
the number of deaths increases every day, which is alarming for people globally. The parameters set for
training the ANN for global death cases prediction were identical to that of global confirmed cases
predictions.

To gain a more accurate and deeper understanding of COVID-19 spread, we plot daily confirmed and
death cases from 22 January 2019 to the date shown in Figs. 7 and 8. A rapid increase in confirmed and death
cases can be noted from October 2020 onwards, thus urged the global population for strict COVID-
19 preventive measures.

3.3 Using ML Techniques for Modeling COVID-19 Spread Predictions

After using the ANN for COVID-19 spread predictions, we used three traditional ML models, namely
Support Vector Machine (SVM), Polynomial regression, and Bayesian Ridge Regression (BRR), to predict
future COVID-19 cases.

3.3.1 Support Vector Machine (SVM)
SVM is a supervised ML algorithm generally used for solving classification problems. SVM when

provided with the set of labeled training data of each class, can classify a new class. SVM makes
categorization by generating a hyperplane that best separates various classes. Fig. 9 shows the SVM
future prediction of COVID-19 spread. The SVM model was trained to predict the COVID-19 spread for
more than 450 days. In Fig. 9, the blue curve shows the actual confirmed cases worldwide, whereas the
red curve indicates the SVM model predictions. We can note that the SVM prediction curve is similar to

Figure 6: Actual death curve vs. ANN predicted curve and the next 10 days death predictions made by the
ANN model
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the actual confirmed cases curve for almost 370 days since 22nd January 2020. However, later, the SVM
prediction curve departs away from the curve of the actual case where we can see that the SVM
prediction curve is still moving up with the same inclination, whereas the actual confirmed cases curve is
stirred down. The reason behind the difference in the confirmed cases curve and SVM prediction curve
after 370 days could be a strict preventive measure taken by people to avoid COVID-19 spread and on
the SVM model training process, as the model predicts according to the prior data pattern.

Figure 7: Daily confirmed cases from 22 January 2019 till date

Figure 8: Daily death cases from 22 January 2019 till date
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3.3.2 Polynomial Regression
Simple Linear Regression (SLR) is used when we want to determine the relationship between one

independent variable and one dependent variable, however, in the case where the relationship between the
independent variable and dependent variable is nonlinear, polynomial regression is used. The polynomial
regression takes the form:

Y ¼ b0 þ b1X þ b2X
2 þ … þ bhX

h þ E (1)

where h denotes the degree of the polynomial. With the increase in the value of h, the polynomial regression
model can fit the nonlinear relationship better. The polynomial regression model can also be used when
multiple independent variables are trying to predict the dependent variable. Fig. 10 presents the
polynomial regression model predictions of COVID-19 spread starting from 22nd January 2020. Looking
at the two curves, we can note that the polynomial regression model produced more accurate predictions
compared to SVM model predictions. During the first 69 days, the polynomial regression model curve
was separated from the curve of the confirmed case due to the lack of training data, but once trained with
adequate data, the polynomial regression model was able to predict the COVID-19 more accurately as the
predicted curve has almost the same direction as that of the curve of the confirmed case. Next, we discuss
how the Bayesian Ridge Regression (BRR) model makes COVID-19 spread prediction.

Figure 9: SVM future prediction of COVID-19 spread

Figure 10: Polynomial regression model predictions of COVID-19 spread starting from 22nd January
2020 and onwards
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To obtain a full BRR model, the predicted value Y is assumed to be Gaussian distributed around XWas
shown below.

P ðyjX ; x; aÞ ¼ NðyjXx; aÞ (2)

3.3.3 Bayesian Ridge Regression (BRR) Model COVID-19 Spread Predictions
Models trained with BRR allow them to survive in circumstances where the data is poorly distributed or

there is insufficient data by using probability distributors for formulating linear problems rather than using
point estimates. The prediction is assumed to be drawn from the probability distribution rather than more
accurate COVID-19 spread prediction was model with BRR as shown in Fig. 11 where it can be noted
that the BRR prediction curve is very much similar to the curve of the confirmed case. Hence the BRR
model presents a more accurate prediction of COVID-19 spread compared to SVM and polynomial
regression models.

To be more accurate in COVID-19 spread predictions, Tabs. 6–8 present the predicted number of
confirmed cases worldwide for the next 10 Days using SVM, polynomial regression, and BRR models. It
can be observed that the COVID-19 cases are gradually increasing daily worldwide.

Figure 11: COVID-19 spread prediction model with BRR

Table 6: SVM predictions of COVID-19 cases worldwide for the next 10 days

Date SVM predicted number of confirmed
cases worldwide for the next 10 days

0 04/10/2021 171507000

1 04/11/2021 172651000

2 04/12/2021 173801000

3 04/13/2021 174955000

4 04/14/2021 176115000

5 04/15/2021 177280000

6 04/16/2021 178450000

7 04/17/2021 179625000

8 04/18/2021 180805000

9 04/19/2021 181991000
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4 Conclusion, Limitations, and Future Work

In this research study, through analyzing and modeling the continuously updated dataset maintained by
JOHNS HOPKINS UNIVERSITY, the corresponding DL and ML models were created to predict COVID-
19 spread predictions. Mainly, we modeled the confirmed and death cases worldwide to assist government
organizations, medical practitioners, and general masses in analyzing and understanding COVID-19 spread
and how can it impact the daily routine. By employing ANN, SVM, Polynomial regression, and BRR
models, we predicted the spread pattern of the epidemic and found that the BRR model gives the best
prediction curve in terms of the virus spread. Besides, the number of confirmed cases worldwide for the
next 10 Days was also predicted using SVM, polynomial regression, and BRR. Additionally, we predict
the virus spread development in the seven continents and for other smaller countries not included in any

Table 7: Polynomial regression model predictions of COVID-19 cases worldwide for the next 10 days

Date Polynomial predicted number of confirmed
cases worldwide for the next 10 days

0 04/10/2021 129848000

1 04/11/2021 130060000

2 04/12/2021 130263000

3 04/13/2021 130457000

4 04/14/2021 130643000

5 04/15/2021 130820000

6 04/16/2021 130988000

7 04/17/2021 131148000

8 04/18/2021 131298000

9 04/19/2021 131439000

Table 8: BRR model predictions of COVID-19 cases worldwide for the next 10 days

Date Bayesian ridge predicted number of confirmed
cases worldwide for the next 10 days

0 04/10/2021 133212000

1 04/11/2021 133547000

2 04/12/2021 133875000

3 04/13/2021 134198000

4 04/14/2021 134514000

5 04/15/2021 134824000

6 04/16/2021 135127000

7 04/17/2021 135424000

8 04/18/2021 135714000

9 04/19/2021 135997000

IASC, 2022, vol.31, no.3 1869



continent. The study will help people in understanding the possible epidemic outbreak, its causes, preventive
measures, corresponding control time, and tracing the spread of the virus among the general masses. In the
future, we would like to establish models that predict the virus spread locally, i.e., within countries or one
area. Moreover, DL algorithms such as recurrent neural networks (RNNs) and Long Short-Term Memory
(LSTM) model the spread of the virus daily and tracing the earliest possible transmission causes of it.
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