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Abstract: A brain tumor is a portion of uneven cells, need to be detected earlier
for treatment. Magnetic Resonance Imaging (MRI) is a routinely utilized proce-
dure to take brain tumor images. Manual segmentation of tumor is a crucial task
and laborious. There is a need for an automated system for segmentation and clas-
sification for tumor surgery and medical treatments. This work suggests an effi-
cient brain tumor segmentation and classification based on deep learning
techniques. Initially, Squirrel search optimized bidirectional ConvLSTM U-net
with attention gate proposed for brain tumour segmentation. Then, the Hybrid
Deep ResNet and Inception Model used for classification. Squirrel search optimi-
zer mimics the searching behavior of southern flying squirrels and their well-orga-
nized way of movement. Here, the squirrel optimizer is utilized to tune the
hyperparameters of the U-net model. In addition, bidirectional attention modules
of position and channel modules were added in U-Net to extract more character-
istic features. Implementation results on BraTS 2018 datasets show that proposed
segmentation and classification outperforms in terms of accuracy, dice score, pre-
cision rate, recall rate, and Hausdorff Distance.
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1 Introduction

Automatic separation or segmentation of affected tissue from the healthy region is a difficult task due to
the complicated structure and appearance of the tumor [1]. The tumor region may spread into the entire
region of the brain. Early diagnosis of a tumor may recover the patient’s life. The manual segmentation
of tumors is a difficult task and may lead to misclassification. So, an automated computer-aided model is
needed to segment a brain tumor exactly [2].

Many types of segmentation work use the clustering model for segmentation. The previous
segmentation works on the basis of Otsu thresholding, k means clustering and adaptive clustering. The
main objective of the segmentation is to identify the tumor area very accurately. Recently, machine
learning and deep learning model gives more attention to the researcher by their accuracy. Convolutional
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Neural Networks (CNN) is a category of deep learning algorithm used by many researchers for segmentation
and classification [3]. It can learn the image by extracting features. It encouraged a proposal of a new
segmentation and classification model with an optimized U-Net and hybrid classifier. In the segmentation
stage, a modified U net model was proposed for segmentation. It combines a bi-directional ConvLSTM
layer and attention gate in order to increase accuracy. In addition, SSA optimization is used for
hyperparameter tuning. In the classification stage, the concept of hybrid architecture was utilized. It
combines Residual Network (ResNet) architecture with the inception model to improve classification
accuracy.

Today, most of the segmentation and classification algorithms use deep learning algorithms. This section
reviews various research works related to deep learning models for segmentation and classification.
Hamamci et al. [4] have presented a cellular automata (CA) based seeded tumor segmentation for
radiosurgery planning and assessment. Initially, the graph-theoretic principle was applied to handle
shortest path difficulties. Then, the state transition is estimated to identify the correct shortest path.
Finally, the tumor portions are segmented by line drawing. Results show that the proposed approach less
sensitive to seed initialization and better in terms of computation time.

Islam et al. [5] have proposed a technique to extract multi-fractal features by developing multi-fractional
Brownian motion (mBm) model. In addition, a patient-independent tumor segmentation method was
introduced by altering the conventional AdaBoost technique. Ma et al. [6] have presented a gliomas
segmentation method for MR images by combining random forests with an active contour model. Various
level of structure features linked in the forest model to increase the segmentation accuracy. The active
contour model is utilized for feature extraction by utilizing the features of sparse representation. Alves
et al. [7] have proposed a CNN based approach for automatic brain tumor segmentation. The difficulty of
overfitting is eliminated by exploring a small 3*3 kernal and a minimum number of weights in a network.
Implementation results on BRATS data set indicate that technique achieves a Dice Similarity Coefficient
of about 0.75 for enhancing regions. Zhou et al. [8] have developed a novel high-resolution multi-scale
encoder-decoder network (HMEDN) model for blurry medical image segmentation. In the proposed
architecture, high-resolution pathways are combined to gather high-resolution semantic information in
order to localize boundary values exactly. Wang et al. [9] have proposed a hybrid approach for brain
tumor segmentation by combining CNNs into a bounding box and scribble-based segmentation pipeline.
Implementation results show that the proposed fine-tuning increases the segmentation performance and
decreases the efforts needed for training.

Some of the works proposed are based on optimizing hyperparameters of the learning model by
metaheuristic algorithms. Huo et al. [10] have a semi-supervised automatic segmentation algorithm using
particle swarm optimization (PSO). The hyperparameters of the learning model are optimized based on
the PSO fitness function. By the use of maximum data extracted from unlabeled data. Wang et al. [11]
have proposed a particle swarm and genetic algorithm combined CNN for segmentation. Both PSO and
genetic developed to search optimal CNN parameters in order to provide a better learning rate. Shrestha
et al. [12] have introduced a genetically optimized hyperparameter tuning in DNN architecture. Monte
Carlo method based training is used for variance reduction. Zhang et al. [13] have proposed population-
based optimization for tuning DNN. Evolutionary Stochastic Gradient Descent (ESGD) optimization
integrated to vary the step size with fitness function for achieving higher accuracy. Bibaeva et al. [14]
have designed DNN architecture with automating hyperparameter tuning. Memetic algorithm
incorporated to increase the efficiency of DNN architecture. Memetic is a combination of both
metaheuristic algorithms of evolutionary computation and local search motivated by natural evolution.
Lee et al. [15] have presented a parameter-setting-free harmony search (PSF-HS) algorithm-based DNN
architecture. PDF-HS is utilized to tune the hyperparameters in the stage of feature extraction. The fitness
or weight of PSF-HS is changed based on the loss of DNN.
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The rest of the paper is structured as follows; Modified U-Net architecture is described in Section 2.
Section 3 consists of the optimization procedure of the U-Net. Section 4 describes the proposed hybrid
classification. The implementation results explained in Section 5. Finally, Section 6 concludes our results.

2 Bidirectional u-NET Based Segmentation

U net is introduced by Ronneberger et al, especially for medical image segmentation. Compared to other
networks, it has the advantage of utilizing both context data and global location with minimum training
samples. This work proposes a bidirectional ConvLSTM U-Net with an attention gate for segmentation.
The hybrid model is used for classification. The overall workflow is shown in Fig. 1.

2.1 Encoding Path

The proposed model consists of four major stages: Encoding Path, Decoding Path, Bi-Directional
ConvLSTM, and Attention gate as shown in Fig. 2. In the contraction path, two 3*3 convolutional filter
operations followed by 2*2 max-pooling and ReLU performed in each step. It is used to extract image
representation and for their dimension improvement.

2.2 Decoding Path

The upsampling operation of the previous layer is carried out in the decoding path. The feature maps
from the encoding path are directly copied and connected to the decoding path in conventional U-Net. To
strengthen the features and reusing purpose, the features from encoding path connected to decoding path
by Bi-Directional ConvLSTM. The features from both encoding path and previous layer combined to
perform upsampling 2*2 convolution operation. The size of the image increased layer by layer to get the
original image size in the final layer.

2.3 Bi-Directional ConvLSTM

Bi-Directional ConvLSTM consists of two ConvLSTMs to process the data in both forward and
backward directions. ConvLSTMs were proposed by Yan et al. [16] to perform convolution in a state to
state and input to a state conversion. The bidirectional operation between encoding and decoding path
used to handle the data dependencies in both directions and all data fully considered as shown in Fig. 3.

�t ¼ tanhðfwdðWH
y �HtÞ þ bwdðWH

y �Ht þ bÞÞ (1)

Figure 1: The overall workflow
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where b is a bias term. Fwd and Bwd denote both forward and backward states. the purpose of using tanh
activation function is to combine both states in a non-linear manner.

2.4 Attention Gate

Attention gate or AGs are inserted in the decoding path to highlight salient features in skip connections.
AGs are used to suppress feature responses in unrelated background portions without the process of
localization. The schematic of AG is shown in Fig. 4. The gating signal (g) is used to produce activations
and contextual information for selecting spatial regions. Input features (xl) are scaled by attention
coefficients (α). Trilinear interpolation was used to resample the attention coefficients. AG gate expressed
as follows:

qlatt ¼ �ð1ðWT
x xli þWT

g gi þ bgÞÞ þ b� (2)

al
i ¼ r2ðqlattðxli gi PattÞÞ (3)

where r2 → sigmoid function. The output of the AG is concatenated to the next convolution layer to improve
the accuracy.

2.5 Squirrel Search Algorithm (SSA)

The flying squirrels begin their exploration and thereby the searching process starts [17]. To find food
resources, the squirrels slither from one tree to another, during autumn season. In the intervening time, they

Figure 2: Proposed U-Net model
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alter their whereabouts and discover various regions of forest. These squirrels gain their daily energy
requirements easily and swiftly by feeding on the acorns available abundantly, during the hot climatic
conditions. After finding their acorns they devour them straightaway without any delay. Once they are
satisfied with their daily energy requirement, they begin their search for hickory nuts, a prime food source
of winter. It can maintain its energy requirements in severe weather conditions by storing the collected
hickory nuts intelligently, thereby reducing the cost of foraging outings. Meanwhile, it also enhances the
possibility of their existence. Throughout winter deciduous forests shed their leaves and it forms a leaf
cover, which made the predators to hunt for their prey easily. This makes the squirrels to become less
active, yet they don't lie dormant. This process repeats continuously and it forms the base of SSA and
remains till the flying squirrel’s lifespan.

Each Squirrel starts with a random location which is a uniform Distribution that are specified by a vector
for optimization. Three types of movement happening in the food searching process of Squirrel with the

Figure 4: Attention gate

Figure 3: Bi-directional convLSTM
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absence of predator. The random walk forced to nearby walloping place whereas the presence of a predator.
Three types of moves correspond to Acorn Nut trees (AT), Hickory nut Tree(HT) and Normal tree (NT)
expressed as follows:

Hovering squirrels move from AT trees to HT termed as:

HStþ1
nt ¼ HStat þ dg � Gc � ðHStht � HStatÞ R1 � Pdp

Random location otherwise

�
(4)

where

acorn nut trees (HSat)

dg → random gliding distance

t→ the current iteration

Gc → gliding constant

R1→ Random number between 0 to 1

Move from NT to AT to accomplish their regular energy needs termed as:

HStþ1
nt ¼ HStnt þ dg � Gc � ðHStat � HStntÞ R2 � Pdp

Random location otherwise

�
(5)

R2→ Random number between 0 to 1

NT to towards HT in order to stock their hickory nuts termed as:

HStþ1
nt ¼ HStnt þ dg � Gc � ðHStht � HStntÞ R3 � Pdp

Random location otherwise

�
(6)

R3→ Random number between 0 to 1

Towards the end of the winter period, squirrels will change to alternate ways that are utilized to find a
good food source. The repositioning of such movement is expressed as:

HSnewnt ¼ HSL þ ðLevynÞ�ðHSU � HSLÞ (7)

Levyn → Levy distribution increases effectual search space exploration

For seasonal monitoring condition, the rate of the seasonal constant calculated as:

Smin ¼ 10E� 6=ð365Þt=a (8)

A = tm/2.5

t → current iteration

tm → maximum iteration

For the stopping criterion, a maximum number of iterations is considered.

3 SSA Based Hyperparameter Tuning

The set of variables related to model structure and network training is called hyperparameters. The
proposer selection hyperparameters lead to higher accuracy. It is divided into two types. Related to a
structure are s: Kernel size , Kernel Type, Stride, Hidden layer–layers between input and output layers
and Activation functions. Related to a structure are Learning rate, Momentum–regulate, number of
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epochs and batch size. The proposed combination of the above variables increases the performance of the
model. In this work, SSA optimization is used to search optimum hyperparameters of our U-Net model.

Algorithm 1 Pseudocode for hyperparameter tuning using SSA.

Begin:

Set input parameters

Create initial population using an equation for n number of squirrels

Fitness f= optimum (filter size)

State the squirrels on HT, AT and NT

Randomly choice flying squirrels to jumping the trees

while(best solution not reached )

For t = 1 to n1 (n1 = total flying squirrels moving from AT to HT)

if R1 ≥predator presence probability

using Eq. (4)

else

choose random location

end

end

For t = 1 to n2 (n2 = total flying squirrels moving from NT to AT)

if R2 ≥predator presence probability

using Eq. (5)

else

choose random location

end

end

For t = 1 to n3 (n2 = total flying squirrels moving from NT to HT)

if R3 ≥predator presence probability

using Eq. (6)

else

choose random location

end

find seasonal constant (Sc)

Update the lowest value of Smin using Eq. (8)

end

The best solution ← The position of a squirrel on an HT is the ending best result

End

Optimum size ← best solution
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4 Hybrid Net-Based Classification

This work combines ResNet with the Inception net model for classification. ResNet is a unique deep
convolutional architecture with layers of 152. The problem of vanishing gradients is eliminated by the
concept of skip connections. Inception net was introduced to overcome the drawback of GoogleNet. It
consists of a pooling layer, network layer and convolution layer. All the layers are processed sequentially
in a classical model. This model all the layer works in parallel to reduce the number of parameters and
operations. Due to parallel operation, the memory and processing cost are also reduced.

Compared to other models, the ResNet and Inception Net combined hybrid model takes the benefits of
both and has confirmed their capability to scale up thousands of layers. The residual networks contain
number residual blocks for identity mapping. The Inception network consists of many convolutional
networks. The operation of convolution and input data conversion the rectified linear unit (ReLU)
function is performed in convolutional layers. This hybrid model contains of three convolutional layers as
shown in Fig. 5. Each layer contains 9 filters to extract 9 feature maps. The process of each filter
expressed as:

Di ¼ ’ðFi � Di � 1þ biÞ (9)

where * denotes the convolution operation

Fi denotes the filter

Di-1 denotes the input data

β denotes the bias

Di denotes output feature map

Figure 5: Hybrid classification model
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The process of upper residual block expressed as

D1 ¼ ’ðF1 � D0 þ b1Þ
D2 ¼ ’ðF2� ðD0 þ D1Þ þ b2Þ

D3 ¼ ’ðF3� ðD0 þ D1 þ D2Þ þ b3Þ

D4 ¼ AvgPðD3Þ
The process of lower residual block expressed as

D01 ¼ ’ðF1 � D00 þ b1Þ
D02 ¼ ’ðF2� ðD00 þ D01Þ þ b2Þ

D03 ¼ ’ðF3� ðD00 þ D01 þ D02Þ þ b3Þ

D04 ¼ AvgPðD03Þ

Figure 6: Sample visualization resutls (The first column shows the input image, second column represnets the
Edema region, thrid column denotes the Enhancing region, and fourth column represets the Necrotic region)
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By the motivation of the inception net, both upper and lower blocks are computed parallelly. In the
above equation, the last two lines indicate pooling and drop out of the operation. The pooling layer
computes the average pooling operation with a filter size of 2.

5 Experimental Results

In this section, the efficiency of the proposed bidirectional U-Net on BraTS 2018 database are evaluated
using MATLAB. It BraTS 2018 uses multi-institutional pre-operative MRI scans to segment gliomas-based
brain tumors. Gliomas are heterogeneous in their appearance and shape. BraTS 2018 includes 66 unlabeled
patient themes for the validation dataset. The training dataset includes 335 glioma patients with a high-grade
glioma cases count of 259 cases and a low-grade glioma cases count of 76.

The intratumor structures of edema, necrotic, enhancing tumor and nonenhancing tumor core have been
clustered into regions of: The enhancing tumor region (ET) which contains entire tissues of tumor. (b) The
tumor core region (TC) is used to enhance tumor, non-enhancing tumor core and necrotic. (c) The whole
tumor region (WT). Sample visualization of the results attained are demonstrated in Figs. 6 and 7.

The performance parameters of Sensitivity, Specificity, Accuracy, F1Score, Dice Score and Hausdorff
Distance (HD) are used to appraise the performance of suggested algorithm against existing segmentation
and classification algorithms. First, we calculated True Negative (TN), True Positive (TP), False Negative
(FN) and False Positive (FP) to compare with a ground truth image (GT) and predicted image (PI) to find
sensitivity, specificity, and Accuracy and F1Score values.

Tab. 1 shows the measured values of the proposed method and compared against other optimization likes
particle swarm optimization (PSO), glow swarm optimization (GSO), whale swarm optimization, Brain-
Storm Optimization (BSO), and Fuzzy Brain-Storm Optimization (FBSO). The computation of sensitivity,
specificity and accuracy values of the proposed method is 96.6102, 92.4242 and 94.4 respectively.

As shown in Tabs. 2 and 3, for all the types of tumor areas, the proposed method attains the best results
Compared to other methods [18–22], the Dice score of the proposed algorithm higher than other techniques.
We can note that the proposed method enhanced the segmentation outputs in terms of on average Dice Score
and Hausdroff Distance for whole, core and enhancing tumor, correspondingly.

Table 1: Computation of sensitivity, specificity and accuracy values

Sensitivity Specificity Accuracy F-Score

PSO 87.77 78.38 84.33 89.66

WSO 92.11 85.29 89.67 92.9

GSO 89.6 79.78 86 90.63

PSO 92.9 87.88 91.16 93.81

F-BSO 94.39 88.96 93.85 95.42

Proposed 96.6102 92.4242 94.4 94.21
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Table 2: Dice score analysis

Whole Core Enhancing Average

Ronneberger 27.6 9 3.7 13.4

Tuan 81.8 69.9 68.2 73.3

Hu 88 74 69 77

Myronenko 90.4 85.9 81.4 85.9

Tongxue 87.1 78.3 70.8 78.7

Proposed 92.25 86.69 83.57 87.74

Table 3: Hausdroff distance analysis

Whole Core Enhancing Average

Ronneberger 53.2 134.1 187.9 125.1

Tuan 9.4 12.4 7 9.6

Hu 4.7 10.6 6.6 7.3

Myronenko 4.4 8.2 3.8 5.5

Tongxue 6.5 9.9 7.1 7.8

Proposed 3.95 8.4 6.35 6.41

Figure 7: Sample visualization resutls (The first column shows the input image, second column represnets
the Edema region, and thrid column denotes the Enhancing region)
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The classification results of the proposed method tabulated in Tabs. 4–7. The proposed method
compared against Convolutional Neural Network (CNN), Residual Network (ResNet), Enhanced Capsule
Networks (ECN), Kernel Extreme Learning Machine (KE-CNN). The results plotted for every method
have varied below 500 no of epochs with step sizes of 100 epochs. The suggested hybrid classifier gives
optimum precision, recall and accuracy rate than other classifiers.

Table 6: F1-score analysis

100 200 300 400 500

CNN 85.02 85.99 96.42 86.98 87.55

KE-CNN 96.96 87.61 88.61 89.08 89.56

ResNet 89.15 89.99 90.61 91.61 92.485

ECN 92.08 92.65 93.37 94.01 94.585

Proposed 94.69 95.08 96.65 98.33 97.5

Table 4: Precision analysis

100 200 300 400 500

CNN 85.63 86.25 86.91 87.15 87.68

KE-CNN 87.22 87.75 88.46 88.93 89.34

ResNet 89.64 90.27 90.76 91.64 92.13

ECN 92.58 93.14 93.42 94.31 94.83

Proposed 93.8484 93.5484 97.5207 96.94 96.6942

Table 5: Recall analysis

100 200 300 400 500

CNN 84.42 85.74 85.93 86.81 87.42

KE-CNN 86.71 87.47 88.76 89.24 89.79

ResNet 88.67 89.71 90.46 91.58 92.79

ECN 91.58 92.17 93.33 93.71 94.34

Proposed 95.8678 96.6667 95.967 99.28 98.3193

Table 7: Accuracy analysis

100 200 300 400 500

CNN 84.42 85.74 85.93 86.81 87.42

KE-CNN 86.71 87.47 88.76 89.24 89.79

ResNet 88.67 89.71 90.46 91.58 92.79

ECN 91.58 92.17 93.33 93.71 94.34

Proposed 94.8 95.2 96.8 99.28 97.6
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6 Conclusion

This work proposes a deep learning technique based on segmentation and classification model for brain
tumor. To achieve higher accuracy, a squirrel search optimizer was used to tune the hyperparameters of the U
net. We also combine bidirectional and attention modules to the U net model to extract more specific features.
The hybridization of ResNet and Inception net was used to classify the tumor type. The proposed models
implemented on BraTS 2018 database. Results show that proposed segmentation and classification
outperforms in terms of accuracy, dice score, precision rate, recall rate, and Hausdorff Distance.
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