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Abstract: Machine Learning (ML) techniques have been combined with modern
technologies across medical fields to detect and diagnose many diseases. Mean-
while, given the limited and unclear statistics on the Coronavirus Disease 2019
(COVID-19), the greatest challenge for all clinicians is to find effective and accu-
rate methods for early diagnosis of the virus at a low cost. Medical imaging has
found a role in this critical task utilizing a smart technology through different
image modalities for COVID-19 cases, including X-ray imaging, Computed
Tomography (CT) and magnetic resonance image (MRI) that can be used for
diagnosis by radiologists. This paper combines ML with imaging analysis in an
artificial deep learning approach for COVID-19 detection. The proposed metho-
dology is based on convolutional long short term memory (ConvLSTM) to diag-
nose COVID-19 automatically from X-ray images. The main features are extracted
from regions of interest in the medical images, and an intelligent classifier is used
for the classification task. The proposed model has been tested on a dataset of X-ray
images for COVID-19 and normal cases to evaluate the detection performance. The
ConvLSTM model has achieved the desired results with high accuracy of 91.8%,
95.7%, 97.4%, 97.7% and 97.3% at 10, 20, 30, 40 and 50 epochs that will detect
COVID-19 patients and reduce the medical diagnosis workload.
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1 Introduction

In December 2019, the COVID-19 pandemic emergency was identified in China and is still spreading
from human to human rapidly worldwide. In addition to its public health implications, it is a substantial
financial burden for all countries on top of the problem surrounding the low efficiency of vaccinations
and the difficulty of obtaining them. Therefore, the detection of COVID-19 at an early stage plays a vital
role in controlling and transmitting the virus. According to the Chinese government guidelines [1], the
virus diagnosis by gene sequencing for blood or respiratory samples is the main pointer for reverse
transcription-polymerase chain reaction (RT-PCR). However, the RT-PCR process takes a long time to get
results compared to the rapid spread rate of COVID-19, which means many infected patients go
undetected. Several efforts have been made to search for alternative methods to mitigate the current
inefficiency and scarcity of COVID-19 testing.

Over the past two decades, automatic disease diagnosis has been used in the medical sciences to provide
fast and accurate results. Medical imaging has become one of the most important medical sciences which are
based on visualization diagnosis. It has captured researchers’ attention through different modalities such as
X-ray, CT, and MRI to diagnose different diseases. The mechanism of image acquisition plays a role in the
correct diagnosis of the COVID-19 pandemic from the acquired images [2–5]. X-ray beams are directed
towards the lung, as X-ray imaging depends on the interaction between photons and electrons, resulting
in different absorption levels due to densities of tissues classes [6–11]. Hence, there is a difference
between normal lung images, pneumonia images, and COVID-19 images, as illustrated in Fig. 1.

On the other hand, CT imaging was applied in COVID-19 detection cases to show ground glass
patterned areas in the images. If these areas are determined accurately, this will help in the process of
diagnosis [12–15]. Generally, CT images are generated by collecting several angular projections of X-ray
images. The norma, pneumonia, and COVID-19 cases can be detected based on CT images, as illustrated
in Fig. 2. Researchers have conducted several approaches by applying medical images using computer
vision [16], machine and deep learning [17–19] to automatically diagnose several human body ailments
for smart healthcare [20,21]. The recent advanced applications are based on machine learning and
artificial intelligence concept to produce proper performance. Deep learning methods have improved the
detection accuracy of tumor areas in the lungs, bone suppression by X-ray, diabetic retinopathy, prostate
segmentation, skin lesions, and myocardial presence in coronary CT imaging [22–25]. Moreover, deep
learning models are generally used for predicting time arrangement to obtain impressive results across
diverse fields.

Therefore, several researchers have executed simulated intelligence models such as convolutional neural
network (CNN), recurrent neural network (RNN) and LSTM to distinguish the medical images, which have
proven their effectiveness and efficiency.

This paper focuses on the fully automatic identification of COVID-19 patients by deep learning
techniques. The proposed strategy employs an enhanced deep learning algorithm ConvLSTM as a feature

Figure 1: (a) Normal, (b) pneumonia, and (c) COVID-19 X-ray images
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extract to accurately detect COVID-19 cases. The main role of the algorithm is based on images classification
of X-rays images for Non-COVID-19 and COVID-19 cases with high accuracy. The proposed algorithm is
evaluated to measure the classification model performance to ensure its validity.

The remaining sections are arranged as follows: Section 2 explores the related work. Section 3 presents
the work methodology. Section 4 studies the proposed model with evaluation matrices. The strategy is
concluded in Section 5.

2 Related Work

The deep learning technique has performed classification tasks directly from images since 2006 to
achieve an optimum modality for early detection. From this perspective, various approaches for COVID-
19 detection are presented.

The authors in [26] presented a multi-channel scheme for pneumonia detection based on the utilization
of two pre-trained convolutional neural networks: RetinaNet and Mask R-CNN. Each of them is used for the
localization of affected pneumonia areas in chest X-ray images. Bounding boxes with different sizes are set to
localize the regions of interest. Optimization of the bounding box size at each region of interest is performed
depending on the histograms of the pixels in the bounding boxes. The pneumonia detection results obtained
with this ensemble method were not good enough. Hence, the authors recommended the augmentation of
frontal and lateral chest X-ray images for a more efficient diagnosis.

The authors in [27] adopted the concept of transfer learning and a deep residual network for the
diagnosis of pediatric pneumonia from X-ray chest images. The transfer learning facilitates the diagnosis
process because it depends on pre-trained neural networks, which saves the heavy training burden for the
diagnosis of pediatric pneumonia. The residual network is used to capture the small changes that appear
in the images due to pneumonia. The residual network avoids the deterioration of the fitting effect with
the increase of the depth of the network. In the convolution processes adopted in the deep residual
network, each neuron is selected as small as possible to the total receptive field to capture tiny changes in
the images. Dilated convolution is also adopted to minimize the effect of each convolution layer on the
subsequent one. This designed structure managed to achieve an accuracy level of 90% in the
classification of pediatric pneumonia cases compared to 74%, 82%, 85% and 88% achieved by VGG16,
DenseNet121, InceptionV3 and Xception networks, respectively.

The authors in [28] presented a hybrid deep learning approach for pneumonia from X-ray chest images
based on the utilization of multiple pre-trained networks, including AlexNet, VGG-16, and VGG-19. Each of
these networks gives 1000 deep features from each image at hand. A feature reduction strategy from 1000 to
100 features was adopted based on the minimum redundancy maximum relevance algorithm for each pre-
trained network. Feature concatenation was also adopted in this algorithm to generate a feature vector

Figure 2: (a) Normal, (b) pneumonia, and (c) COVID-19 CT images
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composed of 300 features that can be used subsequently for classification with a traditional classifier.
Comparisons among linear regression, linear discriminant analysis, k-nearest neighbors, decision tree, and
support vector machine classifiers were presented in this study. An accuracy of 99.41% for pneumonia
classification was achieved. This high level of accuracy is attributed to the utilization of multiple pre-
trained networks and the feature reduction and concatenation strategy. It is expected that this strategy will
succeed if applied for the classification of COVID-19 images.

The authors in [29] developed a deep learning approach for pneumonia and introduced a CNN called
Mask-RCNN. The objective of this network is to perform pixel-wise segmentation considering both local
and global features. The authors performed augmentation on the available data and images. In addition,
they developed a post-processing strategy to merge different outputs in a multi-channel decision fusion
process. They managed to localize opacities with bounding boxes but concluded that the chest image size
is an important factor in determining pneumonia effects correctly. This may appear as a drawback of this
method that needs further consideration.

The authors in [30] studied lung diseases from X-ray and CT scans as an abnormality detection process.
Abnormalities incurred in either X-ray or CT images have been detected with two scenarios. The first one is a
modified version of AlexNet by introducing a flattening layer, two fully connected layers and a support
vector machine classifier for abnormality detection. The second scenario depends on merging the deep-
learned features with hand-crafted features to generate more representative features to classify abnormal
regions. The hand-crafted features include features extracted from the gray level co-occurrence matrix and
Hu moments. Feature selection is performed to make the hand-crafted feature vector equal in size to the
deeply extracted feature vector. After that, feature fusion is performed with the principle component
analysis to generate unified feature vectors that can be valid for further classification of abnormalities.
Simulation experiments with these scenarios on large lung datasets lead to accuracy levels of
classification up to 97%.

The authors in [31] presented a study about the progression of COVID-19 patients through the
utilization of high-resolution CT images. They divided the phases of the disease into four phases: early
phase, progressive phase, severe phase, and dissipative phase based on the available CT images and the
occurrence of lesions in lung images. The early-stage corresponds to the early days of infection. In this
phase, a few glass opacities with thick blood vessel shadows appear in the lungs. In the progressive stage,
multiple patchy glass opacities appear in the lungs. In addition, lesions reveal sub-pleural distribution
with thickened vascular shadows. In the severe phase, multiple consolidations appear in the two lungs in
addition to ground-glass opacities. In the dissipative phase, nodular consolidations appear in the lungs
with the spread of lesions. In addition, some halo signs are seen around the nodules. From this study, it is
clear that the phase of the disease can be known from the lung CT images with different distinguishing
features. In addition, one of the criteria adopted for releasing patients from quarantine is chest image
improvement. This improvement is represented in the reabsorption of the lesions. The authors of this
study recommended using artificial intelligence to determine the phase of the disease to give the
appropriate treatment and evaluate recovery based on lung chest images to allow patients to leave quarantine.

The authors in [32] studied the classification of bacterial pneumonia, COVID-19 disease, and normal
incidents from X-ray images based on deep learning and transfer learning. They worked on pre-trained
deep networks including VGG19, MobileNet v2, Inception, Xception and Inception ResNet v2 [22–25]
and performed slight modifications of their parameters to classify between the three diseases. They
worked on two datasets to test the pre-trained deep networks. The first one comprises 1427 X-ray images:
224 images for COVID-19, 700 images for bacterial pneumonia, and 504 images of normal cases. The
second dataset comprises 224 images for COVID-19, 714 images for pneumonia, and 504 images for
normal cases. The maximum accuracy of classification in this study was 96.78%, the maximum
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sensitivity was 98.66%, and the maximum specificity was 96.46%. These levels reveal that further
enhancement is still possible through parameter optimization of the deep networks used to diagnose
COVID-19 cases.

The authors in [33] demonstrated a practical methodology to detect the abnormalities related to the loss
in local lung volume as an early indication of coronavirus disease. A crazy-paving pattern was found in ultra-
high-resolution computed tomography (U-HRT) in addition to lobules that were smaller in the affected lungs.
Six tested patients with COVID-19 were subjected to U-HRT imaging. The result showed that all patients had
several bilateral lesions in the lungs with a crazy-paving pattern. The authors noticed that his CT volume
decreases to around 75% for the patient who needs oxygen. Santosh discussed the importance of artificial
intelligence tools to work as cross-population train/test models [34]. In [35], the authors review all
available information about the epidemiology, diagnosis, isolation and treatments of COVID-19. In
addition, the registered trials for investigating COVID-19 infection treatments, antibodies, convalescent
plasma transfusion and vaccines are listed. In the COVID-19 global pandemic, smart city has great
relevance, closely tied in with local resources availability. The role of the smart city during an outbreak is
demonstrated in detail in [36] for the entire world population. The study in [37] has manipulated the data
unavailability via two data augmentation strategies by using a set of simple image transformations and a
data augmentation framework that distends the limited dataset of X-ray and CT images by 100%. It
compared the work performance against traditional machine learning techniques employing the SVM and
k-NN algorithms. In [38], the paper provides a COVID-19 detection system based on two deep learning
modalities, CNN and ConvLSTM, using a set of CT images and a set of X-ray images. The simulation
results proved that the proposed modalities could be adopted for the rapid detection of COVID-19.

3 Methodology

3.1 Long Short-Term Memory (LSTM)

On image classification, CNN is considered the first choice because it extracts image components and
learns the larger structures. Also, RNN learns to extract image features over time. However, RNN is
practically unstable and causes gradient explosion through long time windows of back-propagating
gradients. To avoid the long-term dependencies problem of RNN, the LSTM method is applied by using
memory cells instead of the hidden units to store data until it is relevant. Therefore, LSTM is RNN
architecture with a proper gradient-based learning algorithm presented to control information through the
memory cell. Also, an LSTM network can learn over 1000 steps to bridge intervals in the noisy case
without any loss in time and can connect previous information to the present obtained data [39,40].

An LSTM layer consists of memory blocks that act as differentiable memory chips in a digital
computer. Every block has recurrently connected memory cells and three multiplicative gates or units; an
input gate, a “forget” gate to provide the continuous analogues operations of cells through the switch of
the gates, and an output gate as shown in Fig. 3. LSTM external inputs are x(t) the current input vector,
previous cell state c(t−1) and h(t−1) the previous hidden state. The three gates using the nonlinear activation
functionσ are calculated as [41]:

fðtÞ ¼ r ðWfx � xt þWfh � hðt�1Þ þ bf Þ (1)

iðtÞ ¼ r ðWix � xt þWih � hðt�1Þ þ biÞ (2)

OðtÞ ¼ r ðWox � xt þWoh � hðt�1Þ þ boÞ (3)
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The sigmoid function is usually employed as an activation function for the gates using nonlinear (tanh).
After that, an intermediate state C(t) inside the LSTM is generated, and the states of the memory cell and
hidden are updated using multiplication operation for two vectors as:

CðtÞ ¼ tanh ðWcx � xt þWch � hðt�1Þ þ bcÞ (4)

CðtÞ ¼ fðtÞ � CðtÞ þ iðtÞ � CðtÞ (5)

hðtÞ ¼ OðtÞ � tanhCðtÞ (6)

3.2 Dataset Description

The real dataset was prepared using various x-ray images of two different subsets to train and enable
efficient diagnosis through the LSTM model, which obtained from [42,43]. Each subset contains a
combined dataset as 304 images of COVID-19 and 304 normal images. Firstly, the dataset is transformed
and coded into a proper interpretation of the LSTM model. Then, the model learns from the transformed
samples by a function that maps the past observation sequence input to an output observation.
The datasets are divided into 80% of data utilized for training and the remaining 20% utilized for the
testing purpose.

4 The Proposed Algorithm

4.1 LSTM Proposed Architecture

The development of the suggested smart and automated LSTM for the COVID-19 diagnosis framework
is debated in three stages: pre-processing, feature extraction, and classification stages. In pre-processing
stage, frame sampling is carried out on the input medical image to extract its frames. Then, the input
medical images are resized to a unified size determined in the input layer. The stage of feature extraction
has layers that enclose neurons arranged in 4 dimensions: the samples number, the input image width and
height, and the filters number utilized for each convolution layer.

The proposed ConvLSTM modality comprises five layers: the LSTM, the fully connected, the
Rectified Linear Unit (ReLU), the dropout, and the softmax layers, as shown in Fig. 4. The classification
process was performed with the activation function in the softmax layer. The convolutional layer with a
3 × 3 kernels size is employed for feature extraction activated by the ReLU function using an input image
frame size of 224 × 224.

Figure 3: The structure of the LSTM unit
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4.2 Results

The proposed ConvLSTM modality is examined on the applied X-ray dataset to differentiate among
normal and COVID-19 (abnormal) states. Figs. 5 and 6 depict the curves of accuracy and loss models for
the training and validation of the proposed ConvLSTM modality. Tab. 1 depicts the outcomes of the
proposed ConvLSTM modality at various numbers of epochs of 10, 20, 30, 40 and 40 for True Negative
Ratio (TNR), False Negative Ratio (FNR), True Positive Ratio (TPR), False Negative Ratio (FPR),
accuracy and testing time. The accuracy of the proposed ConvLSTM modality in detection can be
calculated as:

Accuracy ¼ TN þ TP
TP þ FP þ TN þ FN

� 100 (7)

where,

(TN) denotes the cases classified as healthy, and (TP) denotes the cases classified as patients.

Figure 4: The proposed ConvLSTM architecture
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(FN) denotes the cases classified incorrectly as healthy. (FP) denotes the cases classified incorrectly
as patients.

Figure 5: ConvLSTM accuracy model curve of the training and validation data

Figure 6: ConvLSTM loss model curve of the training and validation data

Table 1: The outcomes of the proposed ConvLSTM modality at various epochs numbers

Epochs TNR (%) FNR (%) TPR (%) FPR (%) Accuracy (%) Testing time (Sec.)

10 93.5 9.9 90.1 6.5 91.8 2.788

20 98.7 7.2 92.8 1.3 95.7 3.211

30 95.7 0.1 99 4.3 97.4 3.04

40 95.8 0.5 99.5 4.2 97.7 3.125

50 99.3 4.7 95..3 0.7 97.3 3.183
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The simulation outcomes demonstrate that the presented ConvLSTM modality has an accuracy of
91.8%, 95.7%, 97.4%, 97.7% and 97.3% at 10, 20, 30, 40 and 50 epochs respectively. In addition, TNR,
FNR, TPR, FPR and the testing time of the ConvLSTM modality are estimated. It is indicated that the
proposed model achieves high performance and can effectively detect COVID-19 patients with high
accuracy using X-ray images.

5 Conclusion

This work presented an effective method for detecting COVID-19 cases based on the deep learning
modality of ConvLSTM. The proposed ConvLSTM modality is tested on X-ray images dataset for
COVID-19 and normal cases to evaluate detection performance. The proposed ConvLSTM modality
achieved a high classification performance with an accuracy of 91.8%, 95.7%, 97.4%, 97.7% and 97.3%
at 10, 20, 30, 40 and 50 epochs respectively. Hence, the proposed ConvLSTM can be considered and
adopted for rapid detection of COVID-19.
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