
Ontology-Based Semantic Search Framework for Disparate Datasets

Paramjeet Kaur1, Parma Nand1, Salman Naseer2, Akber Abid Gardezi3, Fawaz Alassery4,
Habib Hamam5, Omar Cheikhrouhou6 and Muhammad Shafiq7,*

1Auckland University of Technology, Auckland, 1010, New Zealand
2Department of Information Technology, University of the Punjab Gujranwala Campus, Gujranwala, 52250, Pakistan

3Department of Computer Science, COMSATS University Islamabad, Islamabad, 45550, Pakistan
4Department of Computer Engineering, College of Computers and Information Technology, Taif University, Taif, Saudi Arabia

5Faculty of Engineering, Moncton University, E1A3E9, Canada
6CES Laboratory, National School of Engineers of Sfax, University of Sfax, Sfax, 3038, Tunisia

7Department of Information and Communication Engineering, Yeungnam University, Gyeongsan, 38541, Korea
*Corresponding Author: Muhammad Shafiq. Email: shafiq@ynu.ac.kr

Received: 26 August 2021; Accepted: 09 October 2021

Abstract: The public sector provides open data to create new opportunities, sti-
mulate innovation, and implement new solutions that benefit academia and
society. However, open data is usually available in large quantities and often lacks
quality, accuracy, and completeness. It may be difficult to find the right data to
analyze a target. There are many rich open data repositories, but they are difficult
to understand and use because these data can only be used with a complex set of
keyword search options, and even then, irrelevant or insufficient data may even-
tually be retrieved. To alleviate this situation, ontology-based semantic search has
been proven to be an effective way to improve the quality of related content
queries in such repositories. In this paper, we propose a new method of semantic
linking and storing open government datasets of New Zealand's agriculture, land
and rainfall sectors based on the use of ontology. The generated ontology can con-
struct integrated data, in which a unified query can be applied to extract richer and
more useful information. To validate our model, we showed how to link ontology
manually and automatically. Manual linking requires domain experts, and auto-
matic linking reduces the overhead of relying on domain experts to manually link
concepts. The results of this method are promising in terms of improving data
quality and search efficiency. In future, the proposed model can be integrated with
other domain ontologies.
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1 Introduction

The main goal of the World Wide Web (WWW) has always been to allow people to easily access
information, regardless of whether machines also use the web network to transmit information. The
Semantic Web is a web of data that uses Semantic Web standards for annotation [1], such as Resource
Description Framework (RDF) [2] and Ontology Web Language (OWL) [3], which are usually related to
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each other based on context. We live in a world where data is ubiquitous and integral to our lives and is
indispensable as members of organizations and communities [4]. The amount of data is growing at an
unprecedented rate, and it is believed that the potential growth pattern will continue to rise [5].

Open data can be obtained through a variety of channels, such as open data repositories, portals,
websites, and open-source tools. However, the open availability of data does not guarantee the integrity
and consistency of the published data. The heterogeneous nature of data makes data extraction lengthy
and time-consuming. Alternatively, portals and data on the website are only suitable for keyword-based
searches, where the keywords entered by the user match the available data descriptions [6]. However, the
problem is that users are not properly told what to search for and how they can modify keywords to get
the best results. In addition, for a better search, the same alternative words may appear, but the user can't
know these terms because the user may not be familiar with the structure used by the data publisher to
describe it. There may be synonyms that match the user's intent, but the user does not know the actual
terminology the publisher uses to refer to their repository. Semantic search solves this problem and aims
to improve the accuracy of the search by considering the searcher's intention and the contextual
importance of the search term [7]. The motivation of our research is to explore whether semantic
technology can improve the usability and efficiency of search in more and more open data.

An effective semantic search engine attempts to analyze the user's intention to search for content and the
expected meaning of particular search content. If we link data by analogy, it will help citizens find and use
information more easily. The openness of data links allows developers to build useful applications and helps
contribute to the development of the country. Entrepreneurs can use connected open data to build innovative
business ideas and products that help and stimulate the country's economic growth. Linked open data
enhances public participation and indirectly helps governments improve efficiency and decision-making.
The government will inform citizens of their behaviour. This will help build trust between the
government and citizens. It will also improve government processes and services. However, making OGD
[8] useful is challenging. Although the number of attempts to disclose OGD is rapidly increasing, it is
still a huge challenge to reach the maximum capacity of OGD sources and support the consumption and
release of these data by all partners. One of the main challenges in solving this problem is the
heterogeneity of the data format and structure used by government agencies. Due to this heterogeneity,
both data providers and data users face technical challenges.

In this article, we introduced a new method for real-world analysis of open data and demonstrated an
example of using ontology. Ontologies are semantically related, so SPARQL queries are imposed to
extract useful information [9]. A prototype has been implemented that supports the semantic linking of
concepts related to the agricultural, land and rainfall sector datasets published by various departments of
the New Zealand government. Preliminary findings indicate that ontology semantic search can be applied
to open data to improve the quality and effectiveness of the search. The SPARQL query applied to the
generated ontology will bring information according to the user's request. This means that users no longer
need to search for different data sources because all the information is concentrated in one place.

We summarize the main contributions of this paper as follows.

• We conducted a study to analyze New Zealand's open data set and convert it into linked open data to
extract useful information for novice users and society.

• We developed a prototype to generate the semantical link ontology for the open government datasets
automatically. We present a case study-based evaluation where open datasets of Agriculture, land and
Rainfall sectors are used to generate semantically linked ontology.

•We designed a SPARQL interface to impose queries on the generated ontologies so that knowledgeable
data can be extracted more easily.
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The structure of the paper is as follows. Section 2 summarizes the related work. Section 3 provides
detailed information on the proposed method of automatically creating and linking semantic ontology.
Section 4 describes the results and discussion. In the last section, we concluded.

2 Related Work

This section introduces the background of work carried out in the field of open government data
implementing ontology frameworks, models, or prototypes. This review aims to compare the proposed
solutions and technologies. Kalampokis et al. [10] proposed architecture for determining indirect links
between entities to create linked data. The main goal is to create owl: SameAs links between Uniform
Resource Identifiers (URIs) to connect different Open Government Data (OGD). In addition, a prototype
scene was developed that involved three participants: the school, the Athens Regional Secondary
Education Bureau, and the Ministry of Education. To access data consumption related to a particular
school, 5 execution steps were performed. The SPARQL Protocol and RDF Query Language (SPARQL)
endpoint are used to access the specified data set. However, the whole process is slow and tedious,
requiring users to put in a lot of effort. An open-source framework called Silk was discussed to merge
different data sources, but there were no implementation details on how it was implemented. More
research is needed to understand the relationship between political priorities and data models. In addition,
it is necessary to describe a method or approach to semantically encoding different data sources. The
result of the SPARQL query is knowledge data (or linked data), which can provide multiple benefits such
as transparency, reusability, economic growth, and public participation [11].

In [12] and [13], the author connects the open data project by using an interface based on the E-GIF
ontology and the Jena framework. Jena is an open-source semantic web framework. It provides an
application programming interface (API) for extracting data from RDF. The SPARQL endpoint is also
used to query the data set. However, the focus is on the operation and features of the Jena framework.
The proposed method seems to be based on the effectiveness of the tool. In addition, the RDF model is
created using a pre-designed E-GIF ontology. There is no clear evidence of the status of the
implementation details of the E-GIF ontology. Jiang et al. [14] proposed a search engine prototype, which
is used to link the concept of transportation domain ontology manually and automatically.

The results proved a higher quality and more effective search for open data. Nevertheless, the proposed
system can be enhanced by using additional data sets and provide more detailed metadata descriptions, which
helps to generate semantic link data. At this stage, only one domain is considered, and there is no evidence on
how to incorporate other domains into the prototype. In [15], the author proposed a state-of-the-art theory
that provides a new method for creating and publishing ontology-based systems by using linked open
data from Valencia's water resources management. The proposed ontology can be used to identify the
correlation between water sources, leaks, and population. Water resource management decision-making
needs to integrate multiple heterogeneous data sources and various data domains. The main goal is to
help decision-makers achieve better results by using rich and comprehensive information. However, the
interconnection can be enhanced by merging additional data sets from different fields.

With the increase in knowledge representation, deep learning, Natural Language Processing (NLP),
machine learning, and daily data volume, ontologies have become more and more important. Ontology
engineering is the method and process of research and development of ontology, including the
representation, formal naming and description of categories, properties and relationships between
concepts, data and entities [16]. In addition, the implementation of e-government by semantic network
technology has brought various types of challenges, including economic, cultural, human, technical,
social, data quality, and legislation. By strengthening knowledge sharing, citizens can gain greater
advantages from using semantic web applications in e-government [17].
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The above-mentioned studies only used open government data from different countries and departments to
investigate prototypes, E-GIF ontologies, search engines, and ontology-based frameworks. Although extensive
research has been conducted, there is still more room to implement mechanisms and technologies to take
advantage of open data procedures to extract valuable information for the benefit of the public. There is an
urgent need for a new method, especially to convert different open data sources into a common form, so
that a huge knowledge base can be created, in which multiple data sources can be used to generate
semantically rich data. The purpose of this research is to use the open government data set of the New
Zealand government to develop a simple and accurate method to generate semantically rich automatic ontology.

3 Methodology

This section describes how to convert comma-separated value (CSV) data to Web Ontology Language
(OWL) [18]. Since it is fully automated and therefore less time-consuming, the proposed method is different
from traditional data conversion. It converts the CSV data set to OWL format and allows the generation of
semantic links between different ontologies to develop an automated knowledge base that can use SPARQL
to query and extract data.

The basic concepts of this method are as follows:

• The syntax and semantics of CSV follow the constraints and definitions specified in the RFC4180 document
describing the dialect. RFC4180 is used as the dialect description because it can automatically recognize the CSV
file format. The default method of the CSV format library is used to parse CSV files.

• The CSV data is annotated using Dublin Core Metadata [19] to achieve interoperability with the OWL
metadata vocabulary. It allows accurate and consistent organization and enrichment of data across multiple modes.

• The union of two ontology files and the HyperSQL(HSQL) [20] database is used to semantically link
one or more ontology. The union here consists of all ontology classes, individuals, and data properties of the
two ontology files. The main purpose of creating a joint file is to save all the information in the ontology file
without losing information.

• HSQL database helps to convert ontology classes into tabular form. This conversion makes the semantic
link search operation simple because the tabular form is easy to traverse when performing linear search operations.

• The cosine similarity measure is used to identify the similarity between the literal values of the
ontology data properties. It provides a function for comparing two strings and returns the similarity score
used to identify the most suitable match for an individual.

• For the ontology merging process, we select common properties from the generated ontology, and
generate semantic links based on these properties. This helps to align two or more ontologies into a
single modular ontology.

• For ontology visualization, protection tools are used. In addition, SPARQL [21] query is imposed on
the ontology, and Apache Jena is used to converting OWL triples into RDF/Turtle form so that SPARQL
queries can be executed to obtain the desired results.

3.1 Architecture and Process Flow of the Application

A prototype has been developed using the proposed method. We have implemented the prototype of the
CSV to OWL conversion and the related conversion mechanism. The conversion method accepts a CSV file
and Dublin core meta-words as input and outputs the converted OWL. The created OWL file is located in the
local memory of the system. In addition, two or more generated ontologies are semantically linked through
the use of union, HSQL, and sequential search operations. To obtain accurate results, the cosine similarity
measure is applied to the semantically generated ontology to eliminate duplication. Then convert the
generated OWL file to Turtle format to execute SPARQL queries. In our proposed model, the entire
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ontology generation process is divided into three stages: 1) use the Protege tool to convert and visualize CSV
to OWL; 2) generate semantic links between two or more ontologies; and 3) query the SPARQL of the
created ontology Interface. In Fig. 1, we have shown the overall design and process, as well as the key
elements of the architecture.

Figure 1: Architecture and process of the proposed model
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3.2 CSV to OWL Conversion and Visualization Using Protege Tool

The first step involves automatically creating an ontology from a CSV data file. Users can choose to
upload the CSV file directly or enter the CSV file's accessible Uniform Resource Locator (URL). The
current process can only accept CSV data streams as input. However, other modes can be easily added,
including portable document format (PDF), hypertext markup language (HTML), keyhole markup
language (KML), and JavaScript object notation (JSON).

The Apache Commons CSV library is used to parse CSV files, which follow the constraints and
definitions described in the dialect of the RFC4180 document. This specifies the format of the CSV file,
such as headers, line endings, and escape characters, and helps with the processing of CSV's text-based
fields. The default mode specifies that non-Unicode characters in the CSV file are replaced with Unicode
based on the dialect definition. The CSV parser uses various functions to read and parse the rows, cell
values, and reference values of CSV data.

The conversion of CSV data to OWL mainly requires the addition of metadata notes describing the data
interpretation method. Because it has been recognized as a tool, non-experts can use it to quickly generate
transparent and informative records of information resources, while also providing effective search for
resources in an integrated world. The Dublin Core Resource Description Framework Architecture (RDFS)
vocabulary is used to define common metadata. The reason for using the RDFS vocabulary is that it has
been widely recognized as a mechanism by which non-experts can easily build accurate and
comprehensive records for data sources, and at the same time, they can perform search on such resources
well in an interconnected environment. The name of the CSV file entered by the user is designated as the
ontology name, the column header of the CSV file is designated as the data property, and the value stored
in the data property is regarded as the entity of the ontology. Each row under the column heading is
treated as an individual, and each record is assigned a unique identifier name. While performing all the
transformations, this process will also help add corresponding axioms between data properties and
individuals to explain the meaning of classes and their relationships. After adding all the axioms, the
ontology is stored in local memory, and the generated ontology is visualized using the protege 5.5 tools.

3.3 Generating Semantic Links Between Two or More Ontologies

Based on the first step, all ontology files are created, and these files are stored in the system's local
storage. To semantically link the ontology, the user must select two or more ontology files. Since the
ontology file can have multiple ontology classes, it is necessary to select a specific class from the selected
ontology file. The user also needs to select common data properties from the two selected ontology
classes to perform semantic link operations. Once the user has generated all the ontologies mentioned in
Section 3.2, the user can select two different ontologies to create a semantic link between them. After
selecting the two ontology files, the next step is to merge these files to form a union. The union consists
of all ontology classes, individuals, and data properties. The main purpose of creating a joint file is to
preserve all the information of the ontology file, so as not to lose any information.

As part of this process, we use the HSQL database to convert the classes of the second ontology file into
tabular form. The reason behind this conversion is to make the semantic link search operation simple because
the table form is easy to traverse when performing a linear search operation. The next step is to get the
individuals one by one sequentially from the first ontology class. Further, the data properties of the first
ontology type individual are compared with the tabular data, and a linear search is performed to find the
semantically related second ontology type individual. It is challenging to semantically link these data sets
based on common properties because individuals may have duplicate values. Therefore, the ideal solution
for linking these ontology classes is based on standards that determine the similarity between the literal
values of the data properties of the ontology classes. To overcome this challenge, we used the cosine
similarity measure, which provides a function for comparing two strings and returning the similarity score.
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Since we have repetitions in the area names, cosine similarity is useful for situations where repetition is
important. The linear search method will locate individuals in tabular data to identify semantic links on
selected public properties. It will continue to browse through each individual of the data in order until it
finds a match or searches the entire table. The generated semantic link is further merged into the second
ontology individual in the union file. It will lead to a semantically linked ontology of two different data
departments or domains. The overall architecture flow of this process is shown in Fig. 1. In addition, the
linking process mentioned here is a way, which means that we can link ontology class 1 to ontology class
2, and vice versa. The two-way link process will be considered in future enhancements.

3.4 SPARQL Interface to Query the Generated Ontology

Once we have obtained our semantic link ontology. The third and final stage is to query the generated
ontology with the help of the SPARQL interface. The design of the SPARQL interface allows users to select
the required ontology file for the query. To query in SPARQL, we need to convert the generated OWL
ontology into an RDF format, such as Turtle. Writing SPARQL queries involving complex OWL
expressions ranges from challenging to unpleasant because SPARQL query syntax is based on Turtle
[22], and this does not apply to OWL. SPARQL queries for OWL data must encode the RDF
serialization of OWL expressions: these queries are often lengthy, difficult to write and understand. For
the conversion process, we used Apache Jena, which is a Java library that can be used to convert OWL
files to RDF Turtle format and provides APIs to query SPARQL from Java applications. Fig. 1 highlights
the process of the SPARQL interface.

4 Results and Discussion

The above methods have been evaluated using the open datasets of agriculture, land and rainfall on the
New Zealand government website. First, we create the ontology of agriculture, land, and rainfall datasets. To
do this, we enter the URL of the dataset (https://data.mfe.govt.nz) into the system. The entered URL is parsed
using a file parser, and the CSV data set is converted into an OWL file using an OWL converter. These OWL
files are stored in the system's local memory. The schematic diagram of the agricultural ontology is shown in
Fig. 2. Agriculture is a subcategory of owl: it has 5 data properties (i.e., area hectares, farm type, FID, region,
year) and 620 individuals (from individual 1_159956422651 to individual 602_159956422961). When the
mouse pointer hovers over an individual, it will highlight the data property assertion for that particular
individual. Similarly, we create and store ontologies for land and rainfall datasets. In addition, these
created ontologies are semantically linked so that SPARQL queries can be applied to extract
knowledgeable data. To do this, we select second ontology files from the local drive of the system and
manually identify their common data properties.

In the second ontology, year and region are common data properties. Therefore, these data properties are
selected for semantic link generation. We create a joint file by combining two ontology files to avoid any loss
of information. The joint file has been put aside and merged with the resulting ontology later. For semantic
link generation, agriculture and land ontology are regarded as the first and second ontology files, respectively.
If the ontology has multiple classes, we need to ensure that the appropriate class is selected from the selected
ontology file. From the agriculture OWL file and the land OWL file, we have selected the agriculture and land
categories respectively. The agricultural individuals are obtained one by one, and the land is transformed into
a table form, which makes the operation of semantic link search simple, and the table form is easy to traverse
when performing linear search operations.

Finally, a linear search of agricultural individual and land table data is used to generate semantic links.
Here, cosine similarity is used to avoid repetition. Before getting the final linked ontology, we combine the
previously created joint file with the generated ontology file, so that we can put semantic and non-semantic
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data together. Fig. 3 shows the semantically related ontology of the agricultural and land datasets. The red
dotted arrow indicates the semantic connection between land and agricultural individuals. The total
number of individuals is 892, and the total number of semantic links is 168. Due to screen size
limitations, we cannot display all semantically linked individuals. In order to create the ontology, the
existing ontology is not used. All ontologies are newly generated using open datasets from the three
departments of the New Zealand government's agriculture, land, and rainfall. The agricultural profile and
all generated ontology are OWL-RL, because it is mainly for applications that require scalable reasoning
without giving up too much representational potential. In addition, it also provides features,
specifications, axioms, reasoning and expressions for the design of RDF triples [23].

Figure 2: Agriculture ontology with all individuals

Figure 3: Semantically linked ontology of agriculture and land datasets
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It is important to analyze the validity of the generated ontology to evaluate our method. To achieve this,
we provide some sample SPARQL queries to the system. We record the responses to these queries and
manually evaluate their consistency. SPARQL queries are applied to data sets to retrieve valuable
information. Traditional information extraction techniques are very time-consuming because the data sets
must be thoroughly read, but the RDF query language ultimately makes the task simple because all data
is stored as triples. By using SPARQL queries, you can easily find knowledge-rich data. For testing
purposes, we implement the following SPARQL queries on the generated ontology:

• Query 1: Find the area hector used by dairy and exotic forest in the year 2012 in the Auckland region.

• Query 2: Find the area hector used by exotic grasslands in Gisborne in the year 2008 and what is the
rainfall rate for that year and region.

We show the syntax of SPARQL queries 1 and 2 in Figs. 4 and 5, respectively.

Figure 4: Structure of SPARQL test query 1

Figure 5: Structure of SPARQL test query 2
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Compared with the traditional relational database query, the SPARQL query is simple but efficient as
shown in Figs. 4 and 5. SPARQL can be used to query any database, and any middleware can be used to
interpret the results as RDF. On the other hand, relational database requests are limited to specific
databases. SPARQL is a Hypertext Transfer Protocol (HTTP) protocol that allows connection to any
SPARQL endpoint through the structured transport layer. We process the test queries (1 and 2) and
capture their results, as shown in Figs. 6 and 7, respectively. For consistency and accuracy, we conduct
manual analysis. Therein, it is found that the result captured by the system is accurate.

At present, the New Zealand open data set does not have a semantically related ontology framework. It is
necessary to access information through an open portal. Due to the heterogeneity of the open data set, it is
difficult for end users to find useful information without traversing multiple pages or links. Even in most
cases, they ultimately have no information. The proposed system helps to improve data quality and
search efficiency in less time, because users can easily find linked information in one place, and by
applying a query, the required data can be extracted.

It is expected that the introduction of automatic ontology generation prototypes will improve the
consumption and access of open data sources by the New Zealand government. This method currently
only considers the CSV data set and needs to be further improved, such as trying to use other formats
and using two-way semantic encoding. The results are positive, and it is worthwhile to further study the
use of this method to connect to other areas of government. This method has practical uses in
applications such as generating ontology for any open data set of the New Zealand government.
However, the ontology generation of semantic links requires some manual analysis, and users need to
identify common properties between different data sets so that semantic links can be generated.

In addition, the protege tool is used to generate the visualization of the ontology. It has plug-ins that can
accommodate the visualization of ontology's classes, instances, and data properties. Users can visualize part
of the entire ontology. However, when the scale of data grows, the protege cannot handle it, and it becomes
challenging to visualize the generated ontology. The large size of the ontology also affects the overall
performance and loading time of the knowledge base. However, visualization is not the focus of research,
but in the future, visualization can be improved by using third-party plug-ins or creating an additional
tool that can improve the overall visualization of the ontology. The implemented SPARQL interface is
processing the imposed queries, which are limited to users with technical knowledge. At the current stage
of research, natural language queries that can help non-technical and non-SPARQL users are not

Figure 6: Result of the test query 1 for agriculture and land dataset ontology

Figure 7: Result of the test query 2 for land and rainfall dataset ontology
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considered. These functions can be implemented in future enhancements of the proposed system. In addition,
the current model is validated using SPARQL endpoints, where example queries are used to generate
knowledge-rich data. No other reasoners or editors are used at this stage.

A key advantage of this research is that it will automate the ontology generation process, and semi-
automatic methods will help generate semantic links. These findings indicate that automatic ontology
generation and semantic encoding of different data sets may be useful tools for leveraging valuable
knowledge. Despite the success, an important limitation is that semantic links can be generated in one
way. The links work from left to right. For example, if we want to semantically link agricultural and land
datasets, we need to keep the agricultural ontology on the left. In this way, we will get the ontology of
agriculture->land semantic association. If we want to go the other way, we need to keep the land body on
the left. In the future, the limitations of this research must be considered to generate two-way semantic
links in one go. In addition, the semantic link generation method can be fully automated in the future. To
this end, a process can be implemented that can parse the data set and record public entries, and then the
table can be used to generate semantic links.

5 Conclusion

In this paper, we propose a new method of using ontology semantics to link and store open government
datasets of New Zealand's agriculture, land, and rainfall sectors. Our comprehensive approach includes the
following: 1) The process of reading and parsing the CSV dataset; 2) The conversion process of converting
the CSV dataset in OWL using Dublin Core metadata annotations; 3) the realization of the process of
generating semantic links between two or more generated ontology; 4) SPARQL interface development is
used to query and extract useful information from the generated semantically rich ontology. To validate
the proposed solution, the OWL conversion process is used to convert various existing CSV files
collected from the New Zealand govt.nz data portal. Our solution can generate an automatic ontology of
any data set of the New Zealand government. However, the semantic link generation process requires
some manual work in identifying the common properties between ontology files. In the future, we plan to
consider the conversion of other formats and implement an algorithm that can simplify the process of
semantic link generation. In addition, our case study implementation proves the effectiveness and
feasibility of our proposed method. Automatic ontology generation and semantic coding of different data
sets can be useful tools for utilizing valuable knowledge. Future work includes improving the
visualization and processing time of the generated ontology. In addition, the proposed framework can be
used to test open data sets from other countries and fields. In order to allow non-technical users to access
the system, natural language query capabilities can be added to future enhancements to the system.
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