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Abstract: The classification of cancer subtypes is substantial for the diagnosis and
treatment of cancer. However, the gene expression data used for cancer subtype
classification are high dimensional in nature and small in sample size. In this
paper, an efficient dimensionality reduction with optimized long short term mem-
ory, algorithm (OLSTM) is used for gene expression data classification. The main
three stages of the proposed method are explicitly pre-processing, dimensional
reduction, and gene expression data classification. In the pre-processing method,
the missing values and redundant values are removed for high-quality data. Fol-
lowing, the dimensional reduction is done by orthogonal locality preserving pro-
jections (OLPP). Finally, gene classification is done by an OLSTM classifier. Here
the traditional long short term memory (LSTM) is modified using parameter opti-
mization which uses the adaptive artificial flora optimization (AAFO) algorithm.
Based on the migration and flora reproduction process, the AAFO algorithm is
stimulated. Using the accuracy, sensitivity, specificity, precision, recall, and f-
measure, the proposed performance is analyzed. The test outcomes illustrate the
effectiveness of the gene expression data classification with a 94.19% of accuracy
value. The proposed gene expression data classification is implemented in the
MATLAB platform.

Keywords: Orthogonal locality preserving projections; recurrent neural network;
artificial flora optimization

1 Introduction

Cancer is the subsequent driving reason for death universally with 9.6 million passing each year. New
cancer cases that emerge each year are 18.1 million [1]. The increasingly contaminated climate causes cancer
to turn into the most well-known deadly illness in world-wide for the current century [2]. In bioinformatics,
the deoxyribonucleic acid (DNA) microarray innovation is a benchmark method for diagnosing cancers
depending on the gene expression data [3]. Arranging DNA microarray expression data prompts a more
precise cancer conclusion [4]. Improvements in biotechnology have permitted sub-atomic science to
quantify the data contained in the genes, by microarray with the desire to give analytic instruments of
different cancers [5]. The methodologies of DNA microarrays are enabled and the concurrent seeing of
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expression levels of thousands of genes has driven the height of computational examinations including
machine learning methodologies. These systems have been used to eliminate models and build portrayal
models from gene expression data, and have been upheld in cancer estimation [6,7].

Gene expression uncovered consequences of a few genomic recognizable projects, throughout the long
term, deciding the records of genetic components has solidly moved from microarray innovations to
sequencing [8]. With the wide utilization of Microarray innovation, a developing number of gene
expression data is utilized to consider the gene capacities, just as the connection between explicit genes
and certain illnesses [9]. Gene expression data is normally high-dimensional and comprises an enormous
number of genes [10]. However, these kinds of high dimensional datasets incorporate numerous
immaterial and excess features, which give pointless data, therefore influencing the presentation of
learning algorithms adversely [11,12]. Castigate of dimensionality is the most authentic weakness of
microarray data as it has the most number of genes. This prompts incapacitation of computational
security. In microarray data assessment, recognizing more significant highlights required total
consideration [13].

A decent method to achieve this is through dimensionality reduction (DR), which expects to diminish
the volume of data contained in data sets and all the more explicitly, the traits, along with these lines upgrades
the working capacity of the learning strategies by disposing the conflicting data. DR is a vital issue in the
preparation of high-dimensional data. It is fundamental to select the most important characteristics. When
the important features are chosen, data classification is utilized to partition genes into various gatherings
as per the likeness of gene expression data. Classification models applied to gene expression data have
isolated between different cancer subtypes just as among typical and cancer tests. Furthermore, clinical
data have been composed with gene expression data to assemble the detection exactness. Models reliant
upon clinical and gene expression data further develop the detection precision of a sickness result as
stood out from discovery subject to either data alone.

The main objective of proposed approach is to classify a patient data as normal or cancer data. The high
dimensional data increases the complexity and reduces the classification accuracy. To reduce the high
dimensional data, OLPP algorithm is used and for classification, OLSTM classifier is used. To enhance
the performance of LSTM classifier, the weight values are optimally selected using AAFO algorithm. The
artificial flora algorithm is enhanced by using orthogonal based learning (OBL) strategy. The OBL
strategy increases the searching ability of AFO algorithm. The main contribution of proposed approach is
listed below:

� To reduce the complexity and increases the classification data, the high dimensional input data are
reduced by using OLPP algorithm. OLPP algorithm is reduces the difficulty present in the
principal component analysis (PCA) and Locality Preserving projections (LPP).

� We design an OLSTM classifier for classification process. To enhance the performance of LSTM
classifier, the weight values are optimally selected using AAFO algorithm.

� The proposed AAFO algorithm is a combination of AFO algorithm and OBL strategy. The OBL
algorithm is used for increases the searching ability of AFO.

2 Related Works

Many of the researchers had developed the gene expression data classification. Among them few of the
works are analyzed here; He et al. [14] have proposed a Group K-Singular Value Decomposition (Group K-
SVD) of gene expression data. Gene expression data took the ideal dictionary and sparse portrayal from the
arrangement data and a while later assign the out-of-test data to the class with the nearest centroid. Group K-
SVD diminishes the overabundance of over-complete dictionaries by using a group update method during the
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dictionary update stage. To tackle the progression issue, they have also encouraged a Multivariate
Orthogonal Matching Pursuit (MOMP) for the sparse coefficient update stage.

Elbashir et al. [15] have recommended a lightweight Convolution neural network (CNN) for cancer
detection using gene expression data. They have started the pre-processing by Array-Array Intensity
Correlation (AAIC). Then they have applied a standardization cycle to the gene expression data. Finally,
filtering was applied to the data. The model decision or a limit search method was directed to pick the
potential gains of the CNN hyper-limits which give an ideal execution. A deep learning framework for
cancer determination was proposed by Khorshed et al. [16]. They have also considered the Gene
eXpression Network (GeneXNet), which was explicitly intended to address the intricate idea of gene
expressions.

By combing the AdaBoost and genetic algorithm (GA) based cancer detection was proposed by Lu et al.
[17]. The choice gathering was intended to create a variety of basic classification pools, and GAwas used to
reduce the weight of each base classification.

Xu et al. [18] have proposed a deep flexible neural forest (DFNForest) model for gene data recognition.
They formulated the course plan of DFNForest to deepen the flexible neural tree model, so the significance of
the model was extended without introducing additional limits. Furthermore, they have used a mix of fisher
proportion and neighborhood rough set for dimensionality lessening of gene expression data to obtain higher
identification results.

Pilar et al. [19] have proposed a Grouping Genetic Algorithm (GGA) to handle a maximally unique
grouping issue. GGA isolates a couple of social events of genes that achieve high exactness in various
portrayals. Exactness was surveyed by an Extreme Learning Machine algorithm and was found to be
fairly higher in changed databases than in inconsistent ones.

Sun et al. [20] have introduced a feature selection system dependent on neighborhood rough sets
utilizing neighborhood entropy-based vulnerability measures for cancer detection. In the first place, some
neighborhood entropy-based vulnerability measures were examined for dealing with the vulnerability and
noise of neighborhood choice frameworks. Then, at that point, to completely mirror the dynamic capacity
of properties, the neighborhood validity and neighborhood coverage degrees were characterized and
brought into choice neighborhood entropy and shared data, which were demonstrated to be non-
monotonic. At last, the Fisher score technique was utilized to for starters discard unessential genes to
significantly decrease complexity, and a heuristic feature selection with low computational complexity
was introduced to improve the presentation of cancer detection utilizing gene expression data.

3 The Proposed Model Plan

In this paper, an optimized hybrid classifier-based gene expression data classification is proposed to
detect cancer. The proposed approach consists of three main stages namely, pre-processing, dimension
reduction, and classification. In pre-processing, missing values are filled and redundant data are removed.
To reduce the time complexity and increases the classification accuracy, the dimensionality reduction
process is applied to pre-processed data. For dimension reduction, OLPP is utilized. Finally, the reduced
dataset is given to OLSTM to classify the gene expression data namely, breast invasive carcinoma
(BRCA), kidney renal clear cell carcinoma (KIRC), colon adenocarcinoma (COAD), lung
adenocarcinoma (LUAD), and prostate adenocarcinoma (PRAD). To enhance the LSTM classifier,
optimal weights are selected by the adaptive artificial flora optimization (AAFO) algorithm. In Fig. 1, the
general diagram of the suggested model is plotted.
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3.1 Preprocessing

In general, real-world data is substandard and cannot be given as an input directly into data mining
techniques. Such information is regularly inadequate. Subsequently, hidden attributes can be hard to track
down, which might bear some significance with the domain master in the information, technically
referred to as anomalies. Therefore, pre-processing of source data is required. In pre-processing, data
cleaning is an important step for high-quality data. Data cleaning involves the following processes such
as noise removal, missing value assessment, and background correction, following which data is
normalized. To improve the effectiveness of the proposed method they should be handled with caution.
Then the pre-processed data is fed to the dimension reduction process.

3.2 Dimension Reduction Using OLPP

To minimize the large dimensions of the features, orthogonal locality preserving projections (OLPP) are
used after pre-processing. A large number of improper highlights lessen the exactness of gene data
classification. The dimension reduction technique is utilized to lessen the element space without losing
the exactness of the order. OLPP is a linear strategy that tries to protect the nearby design of data in the
transformation domain. Traditional LPPs are difficult to remake because the information is non-
orthogonal. This defect could be overawed by the use of the orthogonal locality-preserving projection
technique. It generates orthogonal complex work, so it can have more fractional-storage power than LPP.
OLPP is the orthogonal extension of the LPP [21]. The detailed description of OLPP is depicted in a
further section.

3.2.1 PCA Projection
PCA is an approach that minimizes data dimension by playing out a covariance examination between

factors. The PCA projection includes the accompanying advances:

Step 1: Collect the attributes from the pre-processed dataset. Each record consists of 20,531 numbers of
attributes. Let A be a matrix having the size of u� v.

Figure 1: General diagram of the proposed model
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Step 2: Then, for each record, we calculate the mean value.

l ¼ 1

N

XN
i¼1

Ai (1)

Step 3: After that covariance matrix is calculated

C ¼ 1

N

� � XN
i¼1

Ai � lð Þ Ai � lð ÞT (2)

Step 4: then, from the obtained covariance matrix C, we have evaluated the Eigenvalues b and
Eigenvector l. If C is a square matrix, a non-zero vector b is an eigenvector of C if there is a scalar l
(eigenvalue) such that,

Solve Cb ¼ lb (3)

Step 5: after that, the obtained eigenvalue and eigenvectors are ordered and paired. The nth eigenvalue
corresponds to the nth eigenvector. Finally, we obtained the transformation matrix of PCA is denoted by
TPCA. With the PCA scheme, the extracted features are statistically interrelated and equal to the number
(dimensions) of the ranking features of the new data matrix.

3.2.2 Constructing the Adjacency Graph
Let us consider the patient record is A ¼ E1;E2; : : : ;EK½ �. The graph with n node is represented as G.

The ith node corresponds to the record Ei. Between the nodes i and j, the edge value is set, if Ei and Ej are
“close”, Ei is among p nearest neighbors of Ej or Ej is among p nearest neighbors of Ei. If class data is
accessible in any two nodes we essentially put an edge between those two nodes having a place with a
similar class.

3.2.3 Choosing the Weights
The weight Wij is evaluated when the node i and j are connected using below equation;

Wij ¼ e�
Ei � Ej

�� ��
t

(4)

Here the t value represents the constant value. Considered Wij = 0, when the node i and j are not
connected.

3.2.4 Computing the Orthogonal Basis Functions
After choosing the weight matrix then find the diagonal matrix M using the below equation.

Mii ¼
X
j

Wji (5)

Next, evaluate the Laplacian matrix L using M and W .

L ¼ M �W (6)

We define the be orthogonal basis vectors o1 ; o2; : : : ; ok ,

AK�1 ¼ o1; o2; :: :; ok�1½ �; BT
K�1 ¼ AT

K�1 Z
�1 AK�1 (7)

Z�1 ¼ XMXT

To compute the orthogonal basis vectors,
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i) Calculate o1 as the eigenvector Z�1 XLXT associated with the smallest eigenvalue.
ii) Calculate ok as the eigenvector of associated with the smallest eigenvalue of Jk

JK ¼ I � Z�1 AK�1 B
T
K�1

� �
Z�1 XLXT

� �
(8)

3.2.5 OLPP Embedding
Let TOLPP ¼ o1 o2 o3 : : : :ol½ � embedding is followed,

Y ! XTT (9)

T ¼ TPCA TOLPP (10)

The transformation matrix is represented as T and the one-dimensional representation of X is Y.

This transformation matrix lessens the dimensionality of the dataset. Given the above cycle, this strategy
decreases the dimensionality of the element vectors of the gene expression data. Next, to classify the gene
expression data, OLSTM is proposed here.

3.3 Optimized Long Short Term Memory (OLSTM)

LSTM is a specialized type of recurrent neural network (RNN). The principle of the recurrent neural
network is storing the yield of a specific layer and feeding back to the input. RNN makes extensive use
of sequence data that use short-term memory to process the sequence of inputs. The main limitation of
RNN that is naive is that it cannot store long-term memory. To meet this challenge, LSTM is proposed.
The designated LSTM has three gates, namely the forget gate, input gate, and output gate is denoted as
fg, ig, og and also it has two state units such as cell stage and hidden state is denoted as cs, hs. The three
gates protect and control the cell position. The range [0, 1] from the sigmoid function determines the
gateway to forgetting which information should be rejected from the cell state. The structure of LSTM is
given in Fig. 2.

The Forget gate is used to select the discard and selected information and stored in memory. The
mathematical function is given in Eq. (11).

Ft ¼ r wF At; Lt�1ð Þ þ cF½ � (11)

where, Ft defines forget gate, cF represents the forget gate control parameter, wF represents the forget gate
weight, At defines input of the system, Lt-1 represents the output of existing LSTM block, r represents
the logistic sigmoid function. In this case, the output achieved is the ‘0’ means gates are blocked. If the
outcome is ‘1’ gates allow all to pass through.

Figure 2: Structure of LSTM
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The input gate function is given in Eq. (12).

It ¼ r wI At; Lt�1ð Þ þ cI½ � (12)

where,

It → input gate

At → LSTM block present output

WI → input gate neurons weight

CI → bias value of input gate

The candidate value of tanL layer is calculated using Eq. (13) as follows;

Vt ¼ tan L wV At; Lt�1ð Þ þ cV½ � (13)

where Vt represents the candidate at timestamp (t) for the cell state.

Candidate value is used at the input gate to select the vector and to choose whether to keep or delete
information in the forget gate memory depends on the output from the Eq. (14).

Mt ¼ Ft �Mt�1þ It �Mt (14)

where memory cell state is represented as Mt and * defined as the element-wise multiplication. At last, the
output gate regulates using Eq. (15) that which part of the memory will be provided for the longest:

Ot ¼ r wO At; Lt�1ð Þ þ cO½ � (15)

where, the output gate is denoted as Ot, wo denote the weight value of output neuron, and bias value is
denoted as Co. The output function is calculated using Eq. (16).

Lt ¼ Ot � tanL Vtð Þ (16)

where, the * denotes the vector’s element-wise multiplication and memory cell sate is represented as Vt. The
total loss function of the LSTM system is given in Eq. (17).

Loss ¼
XN
t¼1

Lt � Ttð Þ2 (17)

Desired output is represented as Tt and N represent the total number of data point to calculate the loss
mean square error. To enhance the performance of the LSTM classifier, AFO algorithm is utilized to select
the optimal weight. A detailed explanation of the AFO algorithm is illustrated below.

3.3.1 Adaptive Artificial Flora Optimization (AAFO) Algorithm
To improve LSTM classifier performance, the weight values (WF, WI, WV, WO) present in the LSTM are

optimally selected using the AAFO algorithm. Based on the migration and flora reproduction process, the AFO
algorithm is stimulated. This algorithm can be utilized to tackle some complex, non-direct, interesting
optimization issues. Although a plant can’t be moved, it is feasible to spread the seeds inside a specific
reach and track down the most appropriate climate for the offspring. The irregular cycle is not difficult to
duplicate, and the spread space is wide; hence, it is appropriate to apply the intelligent optimization method.
The artificial floras algorithm comprises four fundamental parts: the original plant, the offspring plant, the
plant location, and the propagation distance. Original plants indicate to plants that are prepared to spread
seeds. The offspring are the seeds of the first plants that couldn't propagate the seeds around then. Plant
location is the area of a plant. Propagation distance alludes to how far a seed can spread. There are three
main types of behavior namely, Evolution behavior, Spreading behavior, and Select behavior. To enhance
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the performance of the AFO algorithm, after updating the solution, the solutions are again updated by using
crossover and mutation. Steps involved in weight optimization are illustrated below;

Step 1: Solution initialization: Considered the initial solution as a random weight value. In AF, weight
values are considered flora, and solutions are considered as a plant. Each solution consists of four sets of
values such as (WF, WI, WV, WO). The length of the plant is N � 4. The initial plant is given in Eq. (18).

Wi kð Þ ¼ W1 kð Þ ; W2 kð Þ; W3 kð Þ…:; Wn kð Þð Þ (18)

where Wn kð Þ represent as the position of the nth plant at kth iteration. The random weight value is chosen
between [0,1].

W1 kð Þ ¼ WF ; WI ; WV ; WOf g kð Þ (19)

where;

WF → Forget gate weight

WI → Input gate weight

WV →tanL layer weight

WO → Output gate weight

Step 2: Opposite solution generation: After the launch, opposite solutions are developed to increase the
search capability. Opposite solution generation is given in Eq. (20)

W ¼ uþ v�W (20)

where u represents the maximum weight value and v represents the minimum weight value. The opposite
solution of Wi(k) is given in Eq. (21).

Wi kð Þ ¼ W 1 kð Þ; W 2 kð Þ;…::Wn kð Þ� �
(21)

Step 3: Propagation distance calculation: The propagation distances of the grandparent plant (pd1i) and
parent plant (pd2i).

pdi ¼ pd1i � randð0; 1Þ � f1 þ pd2i � randð0; 1Þ � f2 (22)

where, pdi represents the propagation distance

f1, f2 is the learning coefficient.

pdi of grandparent is calculated as follows,

pd1i
New ¼ pd2i (23)

pdi of parent is calculated using below equation,

pd2i
New ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
i¼1

ðOpi;j � OFFpi;jÞ2

M

vuuut
(24)

where, M shows the total number of plants and Opi;j shows the original plant position, OFFpi;j shows the
offspring plant position

Step 4: Offspring plant creation: The offspring plant position is created using the below equation,

OFFpi;j�a ¼ wi;j�a þ Opi;j (25)

where,
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wi;j�a is a random number with Gaussian distribution with mean and variance

a is the no of seeds that one plan can propagate

Creating the new original plant when there is no survival of offspring plant,

Opi;j
New ¼ randð0; 1Þ � t � 2� t (26)

where, t represents the maximum limit

Step 5: Evaluation of fitness: The fitness of each plant is calculated. Based on the accuracy of cancer
diagnosis, fitness activity is evaluated. If the plants reach maximum detection accuracy, that solution is
considered the best fitness.

Fitness ¼ Maximum Accuracy (27)

Step 6: Survival probability of offspring plants calculation: It is calculated using the below
equation,

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FitnessðOFFpi;j�aÞ

FitnessMax

s������
������� fðj�a�1Þ

x (28)

where,

fx → Selective probability between 0 and 1

FitnessMax → Maximum fitness in the plant

In Eq. (28), the selective probability is denoted as Q j�a�1ð Þ
x , the maximum fitness of flora is represented

as FitnessMax and FitnessðOFFpi;j�aÞ is represent the jth solution fitness value. Based on the probability values,
the solutions are updated.

Step 7: Termination: This algorithm stops its operation only if the solution with the best fitness value is
selected, after reaching the maximum number of repetitions. The best fitness corresponding solution is
selected for further processing. The selected weight value is fed to the input of LSTM.

Based on the above process, the proposed classifier is utilized to classify the gene expression data
namely, BRCA, KIRC, COAD, LUAD and PRAD. The efficiency and effectiveness of the
implementation method are analyzed in result and discussion section.

Input: LSTM classifier weight value
Output: Optimal weight values

Start

1. Initialize Flora or weight values (WF, WI, WVWO), cross-over rate, mutation rate, maximum iteration
t = 50, probability of offspring plant, number of original plant N, maximum branching number M.

2. Randomly generate the n-number of plant

3. Evaluate the fitness of each plant using Eq. (27)

While (t < iterations)

For i = 1:N*M

Using the propagation distance, the new plant is calculated (using Eqs. (22)–(24))

Using Eq. (26) the original plants spread their offspring

(Continued)
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If rand (0, 1) > p

Offspring plant is alive

Else

Offspring has died

End if

End for

4. Evaluate new solutions and arbitrary select N plants as new original plants

5. If the new arrangements are superior to the past one, the new plant will supplant the upgraded one

6. Discover the current best solution

t = t + 1

End while

Output: optimal weight value

4 Results and Discussions

Recommended gene expression data classification is implemented on MATLAB sites. This method uses
input database Gene expression Cancer RNA-seq Database and it is available at https://archive.ics.uci.edu/
ml/datasets/gene+expression+cancer+RNA-Seq. The measure of information is 801 examples, each
characterized by 20,531 highlights. Genes are related to names going from gene_0 to gene_20530. In the
proposed method, the dimensional reduction is performed by OLPP, and gene data classification is done
by an OLSTM. From the database, gene expression data is classified into five classes: BRCA, KIRC,
COAD, LUAD, and PRAD. The proposed implementation parameter is given in Tab. 1.

4.1 Experimental Results Analysis

The main objective of proposed approach is to classify a cancer data using dimension reduction and
classification algorithm. For dimension reduction, the OLPP algorithm is used here. It reduces the
complexity of classification. To assess the performance of proposed dimensionality reduction, PCA and
LPP methods are embedded in the OLSTM classifier to carry out the classification diagnosis. The
accuracy of a classification and different metrics are shown as follows.

Table 1: Proposed implementation parameter

Method S. No Description Value

The proposed method (AFO) 1 Flora size 50

2 Maximum iteration 100

3 Maximum epochs 15

4 Learning coefficient 0.2

5 Initial position [0,1]

6 Survival probability 0.5

(continued).
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In Fig. 3a, the performance of the suggested method is investigated using accuracy by varying number of
iterations. The number of iteration represents in the x-axis and the accuracy value is represented in the y-axis.
A good classification system has maximum accuracy. From Fig. 3a, the suggested method achieves a better
accuracy of 95.5% which is 92.3% for PCA+OLSTM based classification, 91.4% for LPP+OLSTM, and
86.5% for LSTM based classification. When the number of iteration increases to 50, the proposed method
achieves maximum accuracy. And there is no change in the results when the number of iterations
exceeded 50. Besides, compared to dimensionality reduction based classification approach getting better
compared to without dimensionality reduction approach. From the figure, the accuracy value is increased
after dimensional reduction; it is clear that OLPP+OLSTM get higher accuracy compared to the other
method. The efficiency of the proposed approach is analyzed based on sensitivity is discussed in Fig. 3b.
When analyzing Fig. 3b, the proposed approach attains the maximum sensitivity of 94.5% at iteration 50.
Here, the performance is calculated for various dimension reduction approach. Similarly, in Fig. 3c, the
efficiency of the suggested model is discussed based on specificity. From the figure, we understand that
the recommended technique achieves maximum uniqueness compared to other techniques. The dominant
performance of the OLPP is avoiding premature convergence. It also reduces locality and increases
globalization under orthogonal control.

The performance of the suggested technique is analyzed based on precision is given in Fig. 3d. High
dimensional data are increases the complexity and it will minimize the classification accuracy. Therefore,
in this paper, dimensionality reduction is focused. As per Fig. 3d, the suggested technique attained the
maximum precision of 96.5% which is 92.3% for PCA+OLSTM based classification, 91.4% for LPP
+OLSTM based classification, and 87.5% for OLSTM based classification. As per the analysis, it’s clear
that the suggested technique achieved better results compared to the other approaches. This is due to
OLPP based dimension reduction process. OLPP overcome the difficulties present in the PCA and LPP.
In Fig. 3e, the performance of the suggested technique is analyzed based on Recall. From the figure,
when the number of iteration increases to 50, the suggested technique improves the recognition accuracy
compared to the existing method. At some point, the number of iteration increases to 50 the suggested
recognition accuracy is saturated. Similarly, in Fig. 3f, based on the F-Measure value, the proposed
performance is analyzed. Compared to other methods, the suggested method achieves better performance.
The test results are analyzed in Tab. 2. The iteration is repeated 100 times, and an average value is taken
to compare the classification results. In these results, we have changed the dimension reduction method
and the same algorithm OLSTM is used for classification. By changing the dimension reduction method,
the results also changed. When analyzing Tab. 2, the proposed approach attained an average accuracy of
94.19%, the sensitivity of 92.09, specificity of 96.99%, the precision of 94.54%, recall of 95.79%, and F-
measure of 95.3%. The achieved values are high compared to the other methods. Compared to other
methods, the suggested method achieves better performance.

4.2 Comparative Analysis with Published Work

To demonstrate the effectiveness of the proposed approach, we compare our proposed work with already
published research. Here the proposed method considering the existing method is Elbashir et al. [15], Xu
et al. [18], and Kong et al. [22]. In [17], the gene expression data classification is done by Lightweight
Convolutional Neural Network, and in the existing method [18], Deep Flexible Neural Forest Model is
used to detect cancer. A deep feed-forward network is used for gene data classification in the existing
method [22].

The proposed efficiency is analyzed using accuracy in Fig. 4. Here, we compare our research work with
already published works. When analyzing the above Fig. 4, it is clear that the suggested method reaches the
maximum accuracy contrasted to the other state of art methods. Here the recommended method attains the
gene expression data classification accuracy of 95.5% but the existing method [15] gets the accuracy value is
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94.3% and 93.6% of accuracy value is attained by the existing method [18]. The accuracy value of the current
method [22] is 93.8% of the minimum value compared to the recommended method. From the results, it is
clear that the recommended method achieves better classification accuracy compared to the level of art
methods.
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Figure 3: Experimental results, (a) Accuracy, (b) Sensitivity, (c) Specificity, (d) Precision, (e) Recall and
(f) F-measure
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5 Conclusions and Future Scope

Here, the method designed an efficient dimensionality reduction with OLSTM for gene expression data
classification. Here the input dataset is downloaded from the UCI machine learning repository. At first, the
downloaded data is preprocessed. Then dimensionality reduction is done by OLPP. Finally, gene expression
data classification is done by OLSTM. Here the weight is optimized using the AAF method. The proposed
genetic expression data classification is implemented in MATLAB. Using accuracy, sensitivity, specificity,
accuracy, retraction, and F-measure, the proposed performance is analyzed. From the test results, the
efficiency of the gene expression data classification with maximum accuracy value is clearly shown. The
OLPP+OLSTM method achieves 95.5% classification accuracy. It is clear from the above results that the
proposed method demonstrates that in real-time it is possible to classify genetic expression data with
better accuracy compared to other methods. Future work of the proposed method is to improving
classifier performance by designing an efficient feature selection algorithm.
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