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Abstract: In recent years, graph representation learning has played a huge role in
the fields and research of node clustering, node classification, link prediction, etc.,
among which many excellent models and methods have emerged. These methods
can achieve better results for model training and verification of data in a single
space domain. However, in real scenarios, the solution of cross-domain problems
of multiple information networks is very practical and important, and the existing
methods cannot be applied to cross-domain scenarios, so we research on cross-
domain representation is based on multi-network space integration. This paper
conducts representation learning research for cross-domain scenarios. First, we
use different network representation learning methods to perform representation
learning in a single network space. Second, we use the attention mechanism to
fuse representations in different spaces to obtain a fusion representation of multi-
ple network spaces; Finally, the model is verified through cross-domain experi-
ments. The experimental results show that the fusion model proposed in this
paper can improve the performance of cross-domain scenarios.
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1 Introduction

Today, information networks are widely used in academia, such as social and communication networks,
media relations networks, and publication networks. The scale of these networks ranges from hundreds of
nodes to millions or even billions of nodes. The data analysis and information aggregation of these
information networks and their applications in scenarios such as node classification, node clustering, link
prediction, intelligent transportation [1], big data [2], and intelligent recommendation have attracted more
and more attention from the academic community.
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Under normal circumstances, the models we build are limited to a single space, so the model built will
have unity. Generally, the relevant models built in this space and the conclusions and indicators drawn from
their predictions are very reliable. However, this situation only applies to itself. At present, when many
network representation learning methods are proposed, they are only optimized for the features they are
concerned about. For example, GCN focuses on how to gather neighbor information, and metapath2vec
focuses on how to gather information of different relationships. However, when the content of its concern
is missing or its characteristics are not obvious enough, its performance is not as expected.

To solve the problem of cross-domain representation, we applied the method of multi-network space
fusion for testing. The results obtained by testing the various models and methods used on different
representative data sets use neural networks.

We applied several models and methods that are representative in these scenarios to conduct experiments
and perform fusion operations on them. We fused GCN [3], metapath2vec [4], Deepwalk [5]. GCN is an
effective variant of convolutional neural network based on the direct operation of the graph. Deepwalk
leveraged the random walk method to sample the co-occurrence relationship between nodes and then to
learn the network embedding method of the vector representation of nodes. metapath2vec [4] is a
formalized random walk based on metapaths to construct heterogeneous neighbors of nodes. It is a
scalable representation learning model that performs node embedding [6,7]. Test experiments and
comparisons were conducted based on the three distinctive data sets of ACM, DBLP, and IMDB [8,9].

For the representation of cross-domain problems, we construct different domain graphs by removing a
certain proportion of edges from the original graph and then used the model trained by the complete original
graph to perform network embedding on the newly constructed domain graphs. The K-Nearest Neighbor
(KNN) classifier method [10] is used to verify the network embedding results of the newly constructed
domain, and the data of the newly constructed domain is used to iterate and expand the model to achieve
the purpose of establishing a cross-domain applicable model.

2 Preliminary

In general, the model and cyberspace we tested basically exist as an information network embedding
problem, so the overall definition starts from the information network embedding [11]. There may be
many different types of nodes in the information network [12–17], such as movie nodes, director nodes,
actor nodes in the data set IDMB. There are also different types of edges between different nodes, and
their weights represent different meanings. To simplify the problem, we only use isomorphic graphs for
experiments and tests. We first define the concept of a homogeneous information network as Definition 1.

Definition 1: A homogeneous information network is defined as G ¼ ðV ;EÞ, where V is a collection of
vertices, each vertex represents a data object, E is a collection of edges between vertices, and each vertex
represents the relationship between two data objects. Each edge e 2 E is an ordered pair e ¼ ðu; vÞ, And
is associated with the weight Wuv > 0, This indicates the strength of the relationship. If G is undirected,
we have ðu; vÞ ¼ ðv; uÞ and Wuv ¼ Wvu; If G is directed, we have ðu; vÞ 6¼ ðv; uÞ and Wuv 6¼ Wvu. There is
also an object type mapping function f : V ! A, A is the set of node types. And an edge type mapping
function w : E ! R, R is the set of edge types. For each object v 2 V , there is a specific object type
fðvÞ 2 A; each edge e 2 E has a specific relation wðeÞ 2 R.

Because we use isomorphic graphs for experimentation and testing, this involves a conversion process.
When the dataset we used is constructed into a graph, it will eventually be constructed into a heterogeneous
graph containing all types of nodes and all types of edges. We need use metapath [4] to filter edges, and
finally construct an isomorphic graph that meets our expectations from the original heterogeneous graph.
The definition of metapath needs to be based on the definition of heterogeneous information networks. So
here we define the concept of heterogeneous information network as Definition 2:
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Definition 2: Based on the description in Definition 1, the heterogeneous information network refers to
the type of object jAj > 1 or the type of relation jRj > 1.

At the same time, to better define metapath, we introduce a concept of Network Schema, which is
defined as Definition 3:

Definition 3: Network schema is defined as TG ¼ ðA;RÞ, which is a meta template of information
network G0 ¼ ðV ;EÞ, this information network has an object type mapping function f : V ! A and link
type mapping function w : E ! R. Information network G0 is a directed graph defined on object type A,
and the edges are relations in R.

Based on Definitions 2 and 3, we give the definition of metapath as Definition 4.

Definition 4: metapath P is defined on the network schema TG ¼ ðA;RÞ, which is a path containing a
sequence of relations, and these relations are defined between different types of objects. Let its length be
k, its specific form is A1 ! R1 ! A2 ! R2… ! Rk ! Ak , we can construct a homogeneous network
based on metapath, which meet the conditions of random walking.

The schematic diagram of metapath is shown by Fig. 1.

3 Cross-domain Representation Learning Based on Multi-network Space Fusion

Fig. 2 shows the overall process diagram. There are different network embedded model methods in the
information network, and they perform relatively well in their respective areas of expertise. In the cross-
domain problem of multi-space networks, they perform relatively well in different scenarios, but they are
not universal and comprehensive. To establish a network embedding model method that performs well on
cross-domain problems in multi-network space and can consider the advantages of each existing model,
we first train different network embedding model methods in a single network space to obtain the
corresponding the result vector, and then use the neural network with attention mechanism to fuse the
result vector. The model obtained by the fusion is our MCR model. The result vector is evaluated using
the KNN classifier for index evaluation, and it is compared with other previous models. To compare with
the indicators, to show the superiority of the model we built.

Figure 1: Diagram of network schema and metapath. (a) Network schema, (b) Metapath (APVPA), (c)
Metapath (APA)
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3.1 Single-space Network Representation

As we all know, using different network embedding model methods in the same network space will have
different effects. Each network embedding model has its own characteristics in different fields and will get
good results in its own good aspects. Different network embedding models have their own different
characteristics and are suitable for different scenarios, but in real life, as the perception environment and
application scenarios change, the performance of the trained model will be greatly reduced, and the
generalization ability of the model is insufficient, the retraining cycle is long and the cost is high, so there
is a cross-domain problem. To solve the cross-domain problem, we introduce a neural network model
with an attention mechanism. The result vectors obtained by different network embedding models are first
superimposed horizontally, and then merged.

First, we explain GCN [3], which is a multi-layer graph convolutional network, which has the following
layer-by-layer propagation rules:

H ðlþ1Þ ¼ rð~D�
1

2~A~D
�
1

2H ðlÞW ðlÞÞ (1)

At this, ~A ¼ Aþ IN is the adjacency matrix of the undirected graph G. In the identity matrix,
~Dij ¼

P
j
~Aij and W ðlÞ is a trainable weight matrix of a specific layer. rðÞ means activation function,

H ðlÞ 2 RN�D is the first layer activation matrix.

The GCN is built by stacking multiple convolutional layers in the form of equations. This model can
alleviate the overfitting problem of the local neighborhood structure of the graph with very wide node
degree distribution, such as social networks, citation networks and many other real-world graph datasets.
However, its shortcomings are also very prominent. For example, memory requirements increase linearly
with the size of the data set, because the K-th order neighborhood of a GCN with K layers must be
stored in memory for precise procedures. Large and densely connected graph data sets may require
further approximation; implicitly assumes locality (depending on the order neighborhood of GCN with K
layers) and the equal importance of self-connections relative to the edges of adjacent nodes; only can deal
with undirected graphs.

Figure 2: Schematic diagram of the overall process of multi-network space integration
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Then we elaborate on metapath2vec [4], as a scalable representation learning model, the metapath2vec
[4] model formalizes random walks based on metapath, constructs heterogeneous neighborhoods of nodes,
and then uses heterogeneous tabbed models to perform node embedding. It formalizes the heterogeneous
network representation learning problem. The goal is to learn the low-dimensional and potential
embeddings of multiple types of nodes at the same time. At the same time, it first proposes a metapath-
based random walk in a heterogeneous network to generate network semantics for various types of nodes.
Heterogeneous neighborhood. In metapath2vec [4], we enable skip-gram to learn the effective node
representation of heterogeneous network G ¼ ðV ;E;TÞ with jTV j > 1, the method is to maximize the
heterogeneous context NtðvÞ, t 2 TV Given a node v:

argmax
h

X

v2V

X

t2TV

X

ct2NtðvÞ
log pðctjv; hÞ (2)

Among them, NtðvÞ represents the neighborhood of v with a node of type tth . pðctjv; hÞ is usually defined
as the softmax function, namely: pðctjv; hÞ ¼ eXct VV

P
u2V eXuVV

. Where Xv is the vth degree projection of X,

representing the embedding vector of node v.

Finally, we elaborate on DeepWalk. Deepwalk [5] uses the co-occurrence relationship between nodes in
the graph to learn the vector representation of nodes. The method it gives is to use Random Walk to sample
nodes in the graph. Random Walk is a depth-first traversal algorithm that can repeatedly visit visited nodes.
Given the current visit start node, randomly sample nodes from its neighbors as the next visit node and repeat
this process until the visit sequence length meets the preset condition. After obtaining a sufficient number of
node access sequences, use the skip-gram model for vector learning.

The DeepWalk [5] algorithm mainly includes two steps. The first step is to sample a sequence of nodes
in a random walk to construct a homogeneous network. Random Walk samples are performed from each
node in the network to obtain locally associated training data; the second step is using skip-gram
modelword2vec to learn expression vectors, performing Skip-Gram training on sampled data, and
representing discrete network nodes as vectorized to maximize node co-occurrence.

3.2 Multi-space Integration

To establish a network embedding model method that performs well on cross-domain problems in multi-
network space and can consider the advantages of each existing model, we introduce a neural network with
an attention mechanism. The attention mechanism is used in the encoder-decoder structure. The encoder
embeds the input as a vector, and the decoder gets the output according to this vector. For the training of
the encoder-decoder structure, since this structure is differentiable everywhere, the parameters θ of
the model can be obtained through the training data and maximum likelihood estimation to obtain the
optimal solution, and the log likelihood function is maximized to obtain the optimal model’s
Parameters, namely:

argmax
h

f
X

ðx;yÞ2corpus
pðctjv; hÞg (3)

This is an end-to-end training method. The MCR model we proposed here is based on this training
method. It can handle various types of nodes and relationships and integrate rich semantics in
heterogeneous networks. Information can be transmitted from one node to another through different
relationships, and the efficiency and quality of contributed data can be maintained through user and task
analysis. The MCR model we proposed has potentially good explanatory properties. By understanding
the importance of nodes and meta-paths, the model can pay more attention to certain meaningful nodes or
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meta-paths to complete specific tasks and provide a more comprehensive description of heterogeneous
graphs. It is helpful to analyze and interpret our results. In the following, we will prove the superiority of
our model through experiments.

4 Experiment

In this module, we first perform network embedding processing on the network model we have selected
and the model we have built on different data sets and perform the KNN classification of the result vector and
obtain related indicators. Then by removing a certain proportion of edges on the data set to establish a cross-
domain problem scenario and re-evaluate and compare each model to prove the superiority of our model.

4.1 Datasets

The heterogeneous information network dataset we use is shown in Tab. 1:

DBLP, we extracted a subset from the DBLP data set to be used as the data set for our experiment, which
contains 14,328 papers in four fields (database, data mining, machine learning, information retrieval),
4057 authors, 8789 Terms, 20 meetings. To mark their research fields, we obtained information from the
conferences submitted by each author in the data and marked them. The characteristics of the author are
the elements of a word bag composed of keywords. In our experiment, we use metapath as {APA,
APCPA, APTPA} to carry out the experiment.

ACM, we extract related published papers in KDD, SIGMOD, SIGCOMM, MobiCOMM and VLDB
according to three categories (database, wireless communication, data mining), thus constructing an
information network which includes 3025 papers, 5835 authors and 56 subjects. The paper features
correspond to the elements of the word bag represented by keywords, and at the same time, we label
them according to the conference where the paper was published. In our experiment, we use metapath as
{PAP, PSP} to carry out the experiment.

IMDB, we extracted a subset from the IMDB data set to be used as the data set for our experiment, which
contains 4780 movies (M) of three types ((action movies, comedies, dramas), 5841 actors (A) and

Table 1: Heterogeneous information network data set

Dataset Relations
(A-B)

Number
of A

Number
of B

Number
of A-B

Feature Training Validation Test Meta-paths

DBLP Paper-
Author

14328 4057 19645 334 800 400 2857 APA

Paper-
Conf

14328 20 14328 APCPA

Paper-
Term

14327 8789 88420 APTPA

ACM Paper-
Author

3028 5835 9744 1830 600 300 2125 PAP

Paper-Sub 3025 56 3025 PSP

IMDB Movie-
Actor

4780 5841 14340 1232 300 300 2687 MAM

Movie-Dir 4780 2269 4780 MDM
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2269 directors (D). The features of the movie correspond to the elements of a word package composed of
plots. We use metapath as {MAM, MDM} to conduct experiments.

4.2 Baselines

We compare the previously selected network model methods on the listed data sets, including network
embedding methods and graph neural network-based methods:

GCN [3]: A semi-supervised graph convolutional network designed for homogeneous information
networks.

Deepwalk [5]: A random walk-based network embedding method designed for homogeneous
information networks.

Metapath2vec [4]: a heterogeneous information network embedding method that performs random
traversal based on metapath.

Here, we tested all meta-paths and reported the best performance. To verify the effectiveness of our
proposed artificial neural network model MCR.

Node Classification Experiment and Analysis. In the node classification task experiment using the
low-dimensional vector representation of the nodes obtained by using the selected models for network
embedding, first uniformly use different ratios of verification set nodes to train KNN and use the
remaining as KNN classification test data to obtain the node The results of the classification experiment
are shown in Tab. 2.

Table 2: KNN classification of each method on different data sets verifies the best performance

Dataset Metrics Training GCN DeepWalk metapath2vec MCR

ACM Macro-F1 10% 87 57.27 64.01 89.57

20% 87.21 61.9 65.12 90.43

30% 87.39 65.16 67.22 90.60

40% 87.51 67.11 69.95 91.01

50% 87.8 69.36 70.84 91.35

60% 88 71.3 71.5 91.65

Micro-F1 10% 87 59.72 63.98 89.68

20% 87.22 63.68 65.01 90.51

30% 87.38 66.46 67.53 90.67

40% 87.5 68.28 69.73 91.08

50% 87.81 70.35 70.23 91.39

60% 88.01 72.12 71.32 91.71

DBLP Macro-F1 10% 90.57 23.76 90.01 90.64

20% 90.91 24.1 90.16 90.98

30% 91.13 24.77 90.53 91.12

40% 91.09 24.3 90.82 91.15

50% 91.12 24.83 90.95 91.19

60% 90.95 25.13 91.33 91.37
(Continued)
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It can be seen that the model proposed in this paper improves the node classification task by 1%~5%
compared with the existing methods. In addition, all models perform better on the ACM and DBLP
datasets than on the IMDB dataset. After analysis, the reason may be that the distribution of the attributes
of the IMDB dataset in the field of film and television is more scattered and inferior to the distribution of
the attributes of the IMDB dataset. The correlation of the labels is lower, and the structure of the IMDB
data set graph is more random, not as stable as the network of other data sets.

Node Clustering Experiment and Analysis. The results of node clustering experiments are shown in
Tab. 3. It can be seen that, except for the MCR model proposed in this paper, the best results have been
achieved in node clustering tasks. The comparison between different data sets can also draw the same
conclusion as in the node classification experiment, that is, all models perform better on the ACM and
DBLP data sets than on the IMDB data for the same reason as the analysis in the node classification
experiment.

Visual Experiment and Analysis of Node Distribution. In order to more intuitively show the
distribution of the low-dimensional vector representation of nodes obtained by the network representation
model and the ability to support node classification tasks. This part visually analyzes the node vectors
obtained by the proposed multi-source interactive fusion network method. First, according to the
commonly used method of network representation to study the neighborhood, the node vector obtained
by the model is reduced to a two-dimensional space using t-sne, and then visually displayed. The Figs. 3
and 4 show the node distribution of each model on the ACM and DBLP data sets. The different colors in
the figure represent the types of nodes.

Table 2 (continued)

Dataset Metrics Training GCN DeepWalk metapath2vec MCR

Micro-F1 10% 91.18 26.96 90.95 91.21

20% 91.46 26.99 91.52 91.47

30% 91.65 27.39 91.86 91.58

40% 91.63 26.87 92.01 91.63

50% 91.68 27.4 92.33 91.69

60% 91.54 27.7 92.5 91.59

IMDB Macro-F1 10% 34.22 39.78 39.89 40.01

20% 35.47 40.73 41.12 41.21

30% 36.21 42.85 43.13 43.22

40% 36.8 45.21 44.24 45.31

50% 37.42 46.95 44.93 47.02

60% 38.13 48.13 45.13 48.21

Micro-F1 10% 36.34 45.11 43.95 44.99

20% 37.49 46.38 45.65 46.39

30% 38.11 48.65 47.02 48.32

40% 38.66 50.01 48.25 50.55

50% 39.16 51.52 48.96 51.58

60% 39.82 52.19 49.13 52.30
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It can be seen intuitively from the figure that in different data sets, the distribution of embedded nodes of
different models is very confusing, and the effect of our proposed MCRmodel is significantly better than that
of other models, which is enough to use the method proposed in this article The obtained low-dimensional
vector of nodes indicates that it has strong support ability for node classification tasks.

Table 3: Comparison results of node clustering experiment (%)

Dataset Metrics DeepWalk Metapath2Vec GCN MCR

ACM NMI 0.0970 0.0714 0.6295 0.6345

ARI 0.0680 0.0739 0.6811 0.6842

DBLP NMI 0.0020 0.0008 0.7251 0.7266

ARI 0.0001 0.0005 0.7741 0.7743

IMDB NMI 0.0180 0.0265 0.0636 0.0678

ARI 0.0088 0.0205 0.0560 0.0575

Figure 3: Visual embedding on ACM (a) GCN, (b) DeepWalk, (c) Metapath2Vec, (d) MCR
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4.3 Implementation Details

For the selected method, we initialize the parameters randomly and use the Adam optimization model.
We set the learning rate to 0.005, the regularization parameter to 0.001, and the dimension of the generated
vector q to 128. For GCN, to optimize its parameters, we use a validation set. We separate the training set,
validation set, and test set to ensure the fairness of the experimental results. For the meta path-based random
walk methods Deepwalk [5] and metapath2vec [4], we set the window size to 5, the walk length to 100, the
number of walks for each node to 40, and the number of negative samples to 5. We set the embedding
dimension of all the above algorithms to 128.

4.4 Classification

After getting the vector results, we use the KNN classifier with k = 3 to classify the nodes. Since the
variance of the classified data may be very high, we repeat the process 10 times and average the Macro-
F1 and Micro-F1 The value is filled in the table. From the comparison of information in Tab. 2, it can be
seen that in general, the method based on graph neural network combines structure and feature
information, such as GCN, and usually performs better. For the traditional heterogeneous graph
embedding method, compared with Deepwalk [5], metapath2vec [4] successfully captures rich semantics

Figure 4: Visual embedding on DBLP (a) GCN, (b) DeepWalk, (c) Metapath2Vec, (d) MCR
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and shows its superiority. On different data sets, the result values obtained by different models are usually
quite different. For example, on the DBLP data set, the importance of the metapath of APCPA is much
greater than that of other metapaths, which leads to the random walk of the Deepwalk model [5]. The
index of walking is greatly reduced. On the IMDB data set, the relationship between directors, movies
and actors is very general, so it is difficult to learn from the graph convolutional neural network, which
causes the GCN index on IMDB to be compared with the other two A model based on metapath random
walk is much worse.

4.5 Cross-domain Learning Research

To create a cross-domain scenario, we used the method of removing different proportions of edges in the
data set to create different domains for testing. Use the model that has been trained on the complete data set
above to embed the network of the new domain on different domains, and then classify the results obtained
according to the above processing method. Taking the index with a training ratio of 0.5 to represent the effect
data of each domain, the comparison result can be converted into a line graph as Fig. 5.

Figure 5: Comparison of cross-domain indicators of each model (a) ACM, (b) DBLP, (c) IMDB
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Through the analysis of Figs. 4 and 5, we can easily see that the index of classification decreases as the
proportion of edges removed in the graph increases, and the proportion of edges removed is proportional to
the difference between domains. Therefore, the greater the difference between domains, the worse the index.
Compared with Deepwalk [5] and metapath2vec [4], GCN performs relatively well in cross-domain
problems on the ACM dataset, but the performance of cross-domain problems on the two datasets of
DBLP and IMDB is very bad, and metapath2vec [4] and Deepwalk [5] performed well on the cross-
domain issues of the IMDB and DBLP data sets, respectively.

As for the MCR model after our fusion, the indicators on each data set are not the best one. For example,
the indicators for cross-domain issues on the ACM data set are not as good as GCN and the cross-domain on
the DBLP data set. The index of the problem is not as good as Deepwalk [5], and the index of cross-domain
problems on the IMDB data set is not as good as metapath2vec [4], but overall, the index of MCR is the one
with the smallest difference from the original domain. This proves that our proposed MCR model, which is
the result of multi-network space fusion, can be used to solve cross-domain problems.

5 Conclusion

At present, when many network representation learning methods are proposed, they are only optimized
for the features they are concerned about. For example, GCN focuses on how to gather neighbor information,
and metapath2vec focuses on how to gather information of different relationships. However, when the
content of its concern is missing or its characteristics are not obvious enough, its performance is not as
expected. This paper studies several network embedding methods in the information network and uses a
neural network with attention mechanism to fuse them and proposes a new semi-supervised neural
network model MCR based on the attention mechanism. First, the model imitates metapath2vec [4] and
uses node-level and semantic-level attention to learn the importance of nodes and meta-paths respectively.
Then, the model combines GCN and uniformly uses structural information and feature information to
prove the effectiveness of artificial neural networks. Sex. Finally, MCR is a network embedding model
method that integrates a variety of different types and different fields, and it has proved its good cross-
domain representation performance.
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