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Abstract: The detection of the objects in the ariel image has a significant impact
on the field of parking space management, traffic management activities and sur-
veillance systems. Traditional vehicle detection algorithms have some limitations
as these algorithms are not working with the complex background and with the
small size of object in bigger scenes. It is observed that researchers are facing
numerous problems in vehicle detection and classification, i.e., complicated back-
ground, the vehicle’s modest size, other objects with similar visual appearances
are not correctly addressed. A robust algorithm for vehicle detection and classifi-
cation has been proposed to overcome the limitation of existing techniques in this
research work. We propose an algorithm based on Convolutional Neural Network
(CNN) to detect the vehicle and classify it into light and heavy vehicles. The per-
formance of this approach was evaluated using a variety of benchmark datasets,
including VEDAI, VIVID, UC Merced Land Use, and the Self database. To vali-
date the results, various performance parameters such as accuracy, precision,
recall, error, and F1-Score were calculated. The results suggest that the proposed
technique has a higher detection rate, which is approximately 92.06% on the
VEDAI dataset, 95.73% on the VIVID dataset, 90.17% on the UC Merced Land
dataset, and 96.16% on the Self dataset.
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1 Introduction

Nowadays, computer vision is a trending technology. It is highly in demand in the security and
surveillance industry, self-driven cars, entertainment applications, etc. This surge in popularity of
computer vision is mainly due to the emergence of state-of-the-art deep learning technologies that can
solve computer vision tasks with very high accuracy, something which was considered unachievable a
decade back. As a consequence, deep learning models have become the preferable approaches to improve
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the performance of various computer vision tasks such as object detection [1–5], biometric detection and
recognition [6–8], and more recently in detecting abnormalities in medical images [9–11]. Computer
vision is used to provide the human intelligence and understanding to the computers. Digital image are
used as an input to the computer and later machines can identify the objects in image.

Vehicle detection has a significant role in computer vision based on deep learning and machine learning.
Vehicle detection and classification are important research area in the field of vision and computing
applications. Due to the alarming improvement in areal imaging, vehicle tracking on highways, vehicle
detection concerns many researchers but due to the different shapes and sizes of vehicles and different
resolutions of satellite images, detection is always challenging.

The global population is growing at a rapid pace, and this trend is expected to continue and as a
consequence the transportation problem is increasing. Therefore managing the transportation system
efficiently is a difficult task for every country. Intelligent tracking systems can quickly and correctly
distinguish each individual car using hardware such as a camera. Many traffic lights, traffic signs, and
traffic police were deployed in all the traffic-prone areas. However, these methods are not sufficient
alone. It is difficult to manage traffic, accidents, and other related issues with old methods. New trends
and technology are deeply required to manage the transportation system. Many researchers worked in this
field continuously for many years and invented object detection and object tracking system to utilize
automated camera surveillance to produce data that can give meaning to a decision-making process.

The vehicle detection system helps manage traffic flow on the roads, prevent accidents, and monitor
traffic crimes and violations. Vehicle detection systems are considered very significant for monitoring
traffic and controlling highway security. Nowadays, traffic surveillance cameras are installed on highways
with colossal traffic video footage and this video footage could be used for analysis purposes. Generally,
the viewing angle will be different or the camera position would be distant from the road, or the object’s
size could be considered small. In all these situations, it is not an easy task to detect the vehicles
effectively and classify them further. Considering this, we propose a model with a reliable deep neural
network architecture for detecting light and heavy vehicles in a given input image. We conducted
extensive experiments on several benchmark datasets and considering various performance evaluation
metrics. We also compare our proposed algorithm with state-of-the-art methods using similar
preprocessing procedures. The results show that our proposed method has a high level of accuracy and
better performance than existing methods.

2 Literature Work

Automatic detection of vehicle is widely used in many traffic management systems and vehicle information
systems. This area attracted the attention of many researches in the last decade. Researchers have applied various
approaches for the detection of vehicles. But still it is difficult to get the required accuracy and the gap is already
exists. Therefore, many researchers are focusing on this problem. In Tab. 1 we summarize the work which has
been done for detecting of vehicles from aerial images and highlight their findings.

The recent studies focus on the deep learning based vehicle detection methods due to their outstanding
performance. However, these methods have many limitations especially when the objects are very small.
Moreover, training deep neural networks requires a high computation cost which makes this task more
difficult and time consuming. In this study, our main aim is to introduce a novel approach to detect the
vehicle and classify it into light and heavy vehicles. In the proposed method Convolutional Neural
Network (CNN) is combined with Long Short Term Memory (LSTM) as a CNN is unable to remember
the previous output and considers only the current input. However, LSTM has a unique structure and it is
more reliable when extracting the features in-depth. Therefore, we propose a hybrid deep learning-based
approach and combine YOLO-V3 with LSTM.
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3 Proposed Work

The main focus of this work is to develop a novel methodology which can detect heavy and light
vehicles from the input image. The flow chart is shown in Fig. 1. The proposed model will be designed
and simulated using Python tools. The detailed description of the proposed method is given below:

3.1 Pre-Processing

First, background has to be eliminated from the given input during the pre-processing step. Background
Subtractor Mixture of Gaussians (MOG2) is used to remove the image’s background. This technique is
unique in that it chooses an appropriate Gaussian distribution for each pixel, with the pixel values
providing the image’s background information. This method aids in the adaptation of luminance so that
color remains for longer periods of time in order to obtain more information, and this class also enables
parallel computation.

Table 1: A summary of existing object detection methods

Authors & year Methodology Database Remarks

Zhu et al. [1],
2019

Improved YOLOv3 VIVID &
NPU

Precision = 95.0% & 97.4%
Recall = 97.4% & 97.0%
F1-Score = 96.2% & 97.2%

Boyuk et al. [2],
2020

Faster R-CNN & YOLOv3 Own mAP = 0.528

Xianghui et al.
[3], 2019

ISPDM + YOLOv3 UAV Precision = 84.15%, Recall = 79.8%
F1-Score = 81.91%

Hasan et al. [4],
2018

YOLO Own Accuracy 84.49%

Wang et al. [12],
2018

Multiscale Fusion - -

Li et al. [13],
2020

CNN + Outlier-Aware Non-
Maximum Suppression

Self +
UAVDT

Recall = 92.05%, Precision = 97.52%,
F1-Score = 94.94%

Xu et al. [14],
2018

YOLOv2 UAV mAP = 76.2%, FPS = 26

Javadi et al.
[15], 2020

DarkNet-53, DenseNet-201 Self Recall = 92.46%
Precision = 96.43%
F1-Score = 95.72%
Mean IoU = 81

Lin et al. [16],
2020

Faster RCNN + ReLU VAID
DLR-
MVDA
KIT-AIS
COWC

mAP = 89.3%, Precision = 94%
Recall = 94%, F1-Score = 96%

Xu et al. [17],
2019

YOLOv3 VEDAI Precision = 89.6%, Recall = 91.5%,
F1-Score = 90.59%
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The sample results of background subtraction on sample image are shown in the Fig. 2. After successful
background subtraction the next step is foreground subtraction. In the foreground extraction all the pixel
values becomes zero except for the target object. This will help in minimizing the number of parameters
which are further used in the deep neural network. Therefore feature are only extracted from the
foreground image rather than extracting the features from the whole image. This will reduce the
complexity of the model and improves the accuracy as well.

3.2 YOLOv3

YOLO-V3 (You Only Look Once) [5] is an object detection algorithm which is used to identify the objects
from the image, video or live feeds. YOLO uses the features of deep neural networks to detect the objects.
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Figure 1: Flow chart of the proposed work

Figure 2: Pre-processing of proposed work
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In YOLO, the object prediction is performed using a convolutional layer which uses 1 × 1 convolutions.
In the proposed method, the features which are extracted during the pre-processing are now fed into the
YOLO-V3 network. This input image passes through different convolution layers, batch normalization,
activation and other layers described in the following subsections.

3.2.1 Convolution Layer
To extract the key information from the given image, a fully convolutional layer is used as in the

DarkNet. DarkNet originally has 53 layers network. For object detection 53 more layers are stacked with
a total of 106 fully convolutional layers.

3.2.2 Residual Block
The primary job of a residual block is to extract the feature from the given image. Architectural diagram

of a residual block is shown in the Fig. 3. Generally residual connection has two main branches. One is a
series of convolution, batch normalization, and Rectified Linear Unit (ReLU) activation. The second
branch is an identity mapping that connects the input to the block with the output of the first branch.
When deep neural networks are implemented then residual or skip connections help us to avoid
overfitting. In the architecture diagram of YOLO-V3, 1x, 2x, 3x is mentioned which signifies that a
particular block has been repeated those many number of times in the architecture. The repetitions of the
blocks make the total convolution layers 53. Every block is connected to the residual block which is
connected to the output of the previous block. DarkNet has a total of five downsamplings stages, with
each downsampling halving the size of the feature map. The feature map will be extracted in the final
three down samplings, and it will then predict the various classifications. There is no max-pooling here
therefore down sampling of filter maps are required.

According to the DarkNet architecture the term 3 × 3/2 is used which means a 3 × 3 convolution with a
stride of 2. If the input image is of size 256 × 256, then the stride of 2 makes the input size half and the new
image size will be 128 × 128.

3.2.3 Batch Normalization
We used batch normalization to increase the speed of training and combat overfitting. Each layer in a

CNN has corresponding inputs associated with it. During the training process, this input gets modified
randomly. We use batch normalization to reduce this randomness to further propagate from the current
layer to the next layer. This is achieved through a normalization step that regulates each layer’s inputs’
mean and variance values.

3.2.4 Leaky ReLU
Instead of taking a ReLU activations, we used the leaky ReLU [19] to challenge the proposed method’s

dying ReLU problem. As the segmented portion is too small, the neurons of few layers are pushed on to an

Figure 3: Architecture of residual block [18]
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inactive state. As the learning rate is too low in the proposed methodology, most neurons are getting stuck in
the dead state. This is further decreasing the model performance. Hence, we used leaky ReLU for the model.
It will allow a slight gradient when the unit is inactive. The leaky ReLU can be denoted as:

f ðxÞ ¼ I if I . 0
0:02� I otherwise

�

3.4 Object Detection and Bounding Box

You Only Look Once [20] is a fully convolutional network and each feature vector would be fed into the
Fully Connected (FC) layer sequence as shown in Fig. 4. The most salient feature of YOLO-V3 is that it
makes detections at three different scales i.e., 13 × 13, 26 × 26 and 52 × 52 grids.

Total nine anchor boxes will appear in the given image i.e., 3 belongs to large objects, next 3 belongs to
medium objects and last 3 belongs to small objects. Soft max layer produces the probability of k object
classes and another output layer produces the four real-valued numbers for every k object class. Each set
of these four real-valued numbers is used to find the bounding box position for each k class object. This
layer helps to extract the box-specific information from the image and it would be feed into the final
classification model of the network. The probability P0 is the probability of the object means the
objectness score, [tx, ty tw th] represent the coordinates of the boxes, and P1, P2, P3…….PN represent the
class probability.

In the YOLO-V3 a total of 10,647 boxes for a single image {(13 × 13 × 3) + (26 × 26 × 3) +
(52 × 52 × 3) = 10647}. The majorities of the boxes in the image are false positives. YOLO uses the Non-
Maximum Suppression (NMS) technique to eliminate overlapping boxes and lower level confidence
score boxes.

3.5 Convolutional LSTM

CNN is unable to remember the previous output and it only considers the current input. However, an
LSTM has a unique structure and it is more reliable in extracting the features in-depth. In the proposed
methodology, a hybrid deep learning-based approach is implemented to combine YOLO-V3 with LSTM.
For feature extraction, the ConvLSTM and Convolution layer are combined. Here, the ConvLSTM is
added with 16 filters. Convolutional LSTM has the ability to remember the previous inputs and dynamics
between the features extracted from YOLO-V3 can be learned. The resultant data that flows from the
ConvLSTM keeps the same input dimension, making it different from traditional LSTM. When training,
the input images are resized into a size of 416 × 416 by default. While varying the learning rate of the
model, the loss suddenly starts going up at some point and when the loss value reaches up to 0.xxx, than

Figure 4: Schematic diagram of YOLO3
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no more changes occur in the output. So, we recommend to stop training and the loss result is as shown
in Fig. 5. While training of the model, once the loss is stable then we stop training and we go with the
testing step.

When performing classification of vehicle using YOLO architecture, parameters such as number of
epochs, learning rate, dropout, and batch size are considered. The entire description of these parameters
are given in Tab. 2. The overall performance of the proposed module is discussed in the results and
analysis section.

4 Results and Analysis

To identify the efficiency of the proposed methodology, we performed the experiments on various
datasets. We conducted experiments on VIVID dataset [21], VEDAI dataset [22], UC Merced Land Use
dataset [23] and Self dataset. All the experiments were performed on a computer with a GPU and 8GB of
unified memory. The implementation of the algorithms is validated through 5-fold cross validation technique.

4.1 Evaluation Parameters

To evaluate the performance of the proposed work, standard evaluation metrics such as accuracy,
precision, recall, error and F1-score are used. These metrics are defined mathematically in the following
equations.

Figure 5: Loss curve of network while training

Table 2: Details of the YOLO architecture

Parameter name Vehicle classification

Epocs 35

Learning rate 0.001

Droupout 0.35

Batch size 128

Stride 2

IASC, 2022, vol.34, no.1 125



Accuracy ¼ TP þ TN

TP þ TN þ FP þ FN
(1)

Precision ðPÞ ¼ TP

TP þ FP
(2)

Recall ðRÞ ¼ TP

TP þ FN
(3)

Error ðEÞ¼ 1� Accuracy (4)

F1� Score ¼ TP þ TN

TP þ TN þ FP þ FN
(5)

where, TP stands for true positive, TN stands for true negative, FP stands for false-positive, and FN stands for
false-negative.

4.2 Comparison with Existing Methodology

To make the environment user friendly for the user, a Graphical User Interface (GUI) is prepared and the
sample image of GUI is shown in the Fig. 6. Proposed work is evaluated on 4 different datasets and according
to the experimental analysis, the proposed methodology is able to detect the vehicle from given images. It
shows the accuracy and efficiency of the proposed work. The outputs of the vehicle detection on different
datasets are illustrated in Figs. 7–9.

The proposed model’s performance is compared to that of existing state-of-the-art models. These
comparisons are done on the basis of light vehicle and heavy vehicle classification. On VIVID datasets,
Tab. 3 demonstrates a comparison of the proposed work with some well-known approaches.

Figure 6: Overall GUI of the proposed work
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Tab. 4 shows the comparative analysis of the proposed work with the existing methods on VEDAI
datasets. According to the experimental analysis the accuracy, Recall and F1-score of the proposed
method is better than existing methods on VEDAI datasets. Error rate is also calculated and it is 7.94 and
it is comparatively high from the VIVID dataset.

Figure 7: Output of proposed work on: (a) VIVID database, and (b) VEDAI database

Figure 8: Output of proposed work on Self database
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Tab. 5 shows the comparative analysis of the proposed work with the existing methods on the Self
dataset. According to the experimental analysis the Precision, Recall and F1-score of the proposed

Figure 9: Output of proposed work on the UC Merced Land Use dataset

Table 3: Comparison of proposed work on VIVID database

Authors & year Database Results

Xunxun et al. [24],
2019

VIVID Precision = 94.3%, Recall = 97%
F1-Score = 96.1%

Yan et al. [25],
2017

VIVID Accuracy = 72.75%

Proposed work VIVID Accuracy = 95.73%, Precision = 96.77%, Recall = 96.49%, F1-Score =
97.24%, Error = 4.31

Table 4: Comparison of proposed work on VEDAI database

Authors & year Database Results

Xu et al. [17], 2019 VEDAI Precision = 89.6%, Recall = 91.5%
F1-Score = 90.5%

Piao et al. [26], 2019 VEDAI Accuracy = 88.1%, Precision = 79.6%
F1-Score = 89.2%

Sommer et al. [27], 2018 VEDAI Precision = 97.4%

Ajay et al. [28], 2017 VEDAI Accuracy = 90.55%

Proposed work VEDAI Accuracy = 92.06%, Precision = 93.19%, Recall = 92.6%,
F1-Score = 93.38%, Error = 7.94
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method is better than existing methods on the Self dataset. The error rate is calculated and it is 3.94, which is
comparatively lower than the error rate obtained for the VIVID and VEDAI datasets.

On the UCMerced Land Use dataset, the proposed model is examined. Tab. 6 shows the parameters that
are used in the analysis. According to the experimental analysis, the proposed method accuracy is 90.17%,
precision is 91.38%, recall is 91.73%, error is 9.83 and F1-score is 90.10%. As per the analysis, the error rate
of the proposed work on UC Merced Land Use dataset is comparatively higher than the other datasets.
Example of vehicles detection from the considered dataset is depicted in Fig. 9.

5 Conclusion

In the sphere of parking space management, traffic control activities, and surveillance systems, the
detection of objects in an aerial image is critical. Traditional and deep learning based methods have
limitation in extracting the important features from the image and the computation cost is also high. It is
observed that still, the number of issues that come in vehicle detection and classification, i.e., the
vehicle’s small size, other items with similar visual appearances, distance, and other factors all contribute
to the overall complexity of the scene are not correctly addressed. A robust algorithm for vehicle
detection and classification has been proposed to overcome the limitation of existing techniques in this
research work. Our proposed method improves the overall results of evaluation parameters on various
publicly available standard databases, i.e., VEDAI, VIVID, UC Merced Land Use and Self datasets. The
results are not much accurate for real time classification. Therefore this challenge will be considered for
future work to improve the effectiveness of the proposed work.
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