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Abstract: Human pose estimation has been a major concern in the field of com-
puter vision. The existing method for recognizing human motion based on two-
dimensional (2D) images showed a low recognition rate owing to motion depth,
interference between objects, and overlapping problems. A convolutional neural
network (CNN) based algorithm recently showed improved results in the field
of human skeleton detection. In this study, we have combined human skeleton
detection and deep neural network (DNN) to classify the motion of the human
body. We used the visual geometry group network (VGGNet) CNN for human
skeleton detection, and the generated skeleton coordinates were composed of
three-dimensional (3D) vectors according to time changes. Based on these data,
we used a DNN to identify and classify human motions that were most similar
to the existing learned motion data. We applied the generated model to the data
set that could occur in general closed circuit television (CCTV) to check the
accuracy. The configured learning model showed effective results even with
two-dimensional continuous image data composed of red, green, blue (RGB).

Keywords: Artificial intelligence; artificial neural networks; video analysis;
human pose estimation; skeleton extraction

1 Introduction

Advances in artificial intelligence, when combined with the field of image analysis, have been used in
various ways, such as object classification, text reading, and disease detection, which could not be done in
previous studies [1,2]. In the field of video recognition, 2D continuous image data is used as the basic data.
These image data are generally acquired from image sensors, such as CCTVs and webcams [3]. The field of
video recognition includes detecting, classifying, and extracting human skeletons from the acquired image
data, which is useful for understanding the behavior of objects and people to analyze the relationship
between objects. Video recognition technology can be applied in various fields, such as city safety,
police, national defense, and transportation. Recent studies applied it to practical fields such as traffic
flow analysis and vehicle license plate character recognition [4,5]. 2D human pose estimation is a part of
the field of video recognition, and studies concerning it involve classifying human shapes and motions
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from 2D images composed of RGB and categorizing motion behavior. Therefore, we can understand the
image by classifying the characteristics of human behavior. The analysis method determines feature
points related to the human body in the image, sets the surrounding environment, and traces the
trajectory. Recent studies conducted research on image analysis using deep learning, some of which
implemented using equipment such as intelligent CCTV [6]. The implemented system detected abnormal
behavior such as beatings and falls from images, and various methods, including intrusion detection and
cluster analysis, were being tried. However, human pose estimation is difficult to interpret because it
requires identifying complex human joint objects and analyzing their movement over time. In particular,
continuous 2D images show a low recognition rate owing to various problems such as search failure of
some body objects, interference between objects, overlapping, and a relatively slow response speed.
Therefore, it is sometimes implemented by using equipment such as motion sensors or 3D multiview [7].
Such a search method has problems because expensive or complex equipment configuration is required.
Thus, its practical application is limited owing to its low accuracy, large-scale operation, and high cost [8].

In this study, the human skeleton was extracted from 2D continuous image data composed of RGB using
CNN-based VGGNet. The generated skeleton coordinates were evaluated for changes over time, and the
most similar human behavior patterns were classified. In this process, only continuous 2D RGB images
were used without additional equipment, so it was easy to apply to general internet of things (IoT)
equipment such as CCTVs and webcams. We propose a method for classifying risk behavior by
lightening skeleton’s pattern comparison algorithm and recognizing human behavior in real time. To this
end, CNN-based VGGNet was used first to construct a human skeleton detection neural network [9,10].
The positions of the body joints and major motion parts within the image were predicted through the
learning and extraction results of the neural network. Then, the skeleton coordinates were extracted by
connecting each motion part through the confidence map and preference analysis of the body part
position. A simple DNN was constructed for motion classification, and a 3D vector called a continuous
motion pattern dataset was constructed for DNN learning [11]. This 3D vector is a form in which the
body skeleton coordinates are extracted from the 2D video images and continuously connected over time.
Therefore, the constructed model can compare the similarity between the new skeleton extraction data
and the DNN trained on the existing learning dataset. The constructed DNN model can evaluate the
similarity between the new skeleton extraction data and the existing training dataset by using a 3D vector.
Based on the evaluation, it was classified as motion within the image data. The built learning model
showed effective results in real-time situations with only 3D vector information.

In this study, video recognition is described in Section 2. The proposed classification of multi-frame
human motion using CNN-based skeleton extraction is described in Section 3. The results and
performance evaluation are described in Section 4, and the conclusions are presented in Section 5.

2 Related Works

2.1 Video Recognition

The goal of video recognition is to identify whether an object exists in a specified category and indicate
the spatial location and extent of each object. Existing image analysis studies have been conducted using
image analysis algorithms such as the Lucas-Kanade algorithm [12] and the Gunnar Farneback algorithm
[13], and information such as the size, movement, and direction of the object is extracted through this
method. However, these studies are vulnerable to noise such as body movements, rain, or wind. Above
all, it is difficult to capture and classify the positions of various objects. However, the field of video
recognition has greatly advanced through algorithms such as CNN based on deep learning. Convolutional
neural networks (CNNs), the most representative model of deep learning, classify and recognize images
through a convolution layer for feature extraction, and a pooling layer for classification [14]. This method
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works effectively for visual data analysis of images because it can directly learn the unique feature pattern of
an object from an RGB image composed of 2D. Since then, AlexNet [15] has been improved to a method for
constructing the interior in parallel based on CNN, which won the 2012 ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) and gained attention as it surpassed the existing method [16]. R-CNN
(regions with CNN features) further improved the existing CNN [17]. This method used the region
proposal algorithm to set a candidate region where an object might exist and determined the location of
the object to recognize the object through CNN. Although R-CNN showed a high recognition rate, it has
a disadvantage in that it is slow because all region proposals must go through CNN. After compensating
for this disadvantage of R-CNN, Fast R-CNN had a fast processing speed by recognizing objects through
the feature map output through the CNN for the entire image [18]. Unlike the existing R-CNN and Fast
R-CNN, which generated region proposals through an external algorithm called selective search, Faster
R-CNN further improved the processing speed by using the region proposal network (RPN) inside the
CNN [19]. The R-CNN series model had a slow operation speed because it predicted the area where the
object may exist and went through two steps of object detection and classification for the area. Residual
network (ResNet) surpassed human accuracy capability in 2015 [20], while squeeze and excitation
network (SENet) achieved a figure well below the human recognition error rate in 2017 [21]. In 2018,
a study used ResNet’s deep learning method to extract and separate a new spatial feature called
Deep-Crowd and applied it to security-related work [22].

As the inclusion of the temporal dimension is required, in recent studies, research using not only
stereotypical videos but also unstructured videos capable of temporal motion extraction has been actively
conducted. The study extracted various visual features from RGB video data, and improved the
performance of temporal motion analysis by fusion of the RGB frame, which is spatial information, and
optical flow, which is temporal information [23]. To improve accuracy, the study combined RGB and
depth-based approaches to obtain higher recognition results compared to the single detection method. You
only look once (YOLO) is a single-step algorithm that sets a bounding box and detects objects in one
network [24]. YOLO divides the image into grids of the same size and creates two bounding boxes
around each grid cell. Subsequently, it calculates the probability that the bounding box might contain the
object and classifies the objects. This process was carried out in one network. Therefore, it has the
advantage of faster execution speed, making real-time prediction possible compared to the existing
algorithm. However, there is a possibility of detection errors, such as the estimation of a small object as a
background [24]. In 2019, a lighter and more effective SlowFast Network was developed, which does not
use the existing two-stream network that uses RGB and optical flow as inputs [25]. The SlowFast
Network separates spatial structures and temporal events. Two streams are used in this process: the slow
pathway, which captures the spatial meaning, and the fast pathway, which captures behavioral
information such as rapidly changing movements. The SlowFast Network took 1st place with its high
performance in the field of AVA Challenge Action of the CVPR2019 workshop [26], and it still occupies
the top rank in the active field. However, these various algorithms have different purposes and
operational characteristics. Therefore, it is difficult to compare the accuracy between each other. For
example, SlowFast’s Slow algorithm uses a low frame rate and analyzes the spatial situation according to
the overall contents of the image. Therefore, due to the characteristics of the slow model, it has a
different purpose from the basic behavior pattern analysis. On the other hand, the existing pose estimation
using human skeleton detection shows high accuracy in the still image. However, since still image data is
basically used, motions occurring in continuous images cannot be classified. In recent studies, studies to
detect continuous motion are being conducted. However, it is centered on the detection of one action. In
this way, since the purpose of operation classification is diverse, the results of performance comparison
between each other are not accurately expressed.
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Separately, there is a study on designing small and lightweight networks to reduce or eliminate network
redundancy using existing algorithms [27], and interest in research on network acceleration is increasing
[28]. Research is also being conducted to balance the depth, width, and resolution of the network as well
as accuracy so that it can be used in various devices and improve accuracy and efficiency. Models that
consider the size and calculation process of the model are also being studied [29].

3 Classification of Multi-Frame Human Motion Using CNN-Based Skeleton Extraction

3.1 Pose Data Collection and Data Pre-Processing

To configure the classification of multi-frame human motion using CNN-based skeleton extraction, a
neural network and dataset for extracting 2D skeleton shapes are required. The neural network
configuration uses a CNN-based OpenPose [30,31]. Skeleton extraction using OpenPose uses a 2D RGB
image as the input. In this method, each joint and major part of the human body are estimated using a
bottom-up method for more than one person in the image, and the relationship between the parts is
used to extract skeleton data composed of 2D coordinates for each person. Internally, CNN-based
VGG-19 [32] is used to simultaneously generate confidence maps and affinity fields indicating the
location of body parts, direction information, and the relationship between each body part is compared
[30,31]. Fig. 1 illustrates the skeleton extraction structure using OpenPose.

In Fig. 1, the upper part is a configuration that enters an image as VGG-19 and converts it into a vector,
and the left part is a neural network for confidence maps [30,31]. The right side shows the configuration for
the affinity fields. The internal structure of both neural networks consists of three 3 × 3 conv layers. Three 3 ×
3 layers and two 1 × 1 conv layers. The two neural networks have a cascaded stage structure and are
connected in the form of extending the stage. The expanding stage connects the confidence map and
affinity field information via vector addition. Therefore, the linked structure refers to all the contents of
the confidence map and affinity field of the previous stage. In the internal structure of OpenPose, the
blocks connected through this method show more accurate results as the stage progresses, and it is
repeated six times. The operation procedure of this method consists of three steps: first, an image is
entered, and the position of each object is predicted. These predictions appear as confidence maps in
which the position of the object is presented as a probability value. Next, vector fields connecting objects
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Figure 1: Skeleton extraction structure using OpenPose
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related to each other are allocated and expressed as affinity fields. Finally, the affinity fields that estimate
whether two objects connected to each other belong to the same person are used to perform the bipartite
matching operation.

The common objects in context (COCO) data set [33] was used as data for extracting the learning and
skeleton shape. As large-scale data for object detection, segmentation, and captioning, the COCO dataset was
presented with more than 100,000 human body parts labeled. This dataset consisted of data representing
various difficulties, such as clustering and contact from general problems such as size change and
occlusion in image analysis. Fig. 2 illustrates the position of human body objects based on COCO
dataset. The learning and motion analysis results using the COCO dataset consisted of 18 objects and
background coordinates of the human body, and the details of their location are shown in Fig. 2.

The detailed object of the human body was created as a two-dimensional tensor composed of the x and y
coordinates. In the generated data, various errors occurred during the extraction process. Skeleton errors were
mainly divided into a detection error in which some coordinates were detected in the wrong place, and a
missing error caused due to the occlusion of specific objects such as hands and feet. In addition, there
was a bias error in which the center position of the coordinates and the size of the human body were
different depending on the position of the object in the image. Because omission errors and bias errors
are relatively frequent, a response was necessary. Therefore, correction and normalization were required
according to the occurrence of errors. The work is mainly composed of corrections according to object
loss and normalization according to the coordinate bias. It was not used when omissions occurred in
Neck (1), Hip-Right (8), and Hip-Left (11), which were important components of compensation work
according to object loss. In addition, it was not used if more than four objects were missing from other
objects. If some objects are missing, they are assumed to be obscured by the body and initialized to the
body center coordinate BC (Body Center). BC is the center coordinate of the skeleton structure;
specifically, it is the mean of the coordinate values of Neck (1), Hip-Right (8), and Hip-Left (11). Next,
in the generated coordinates, the position was biased, or the shapes with different human body sizes were
normalized. Normalization ensures that the positions of all objects have the same center and size.
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Figure 2: Position of human body objects based on COCO data set
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The skeleton structure coordinates have different sizes and positions depending on the characteristics of the
human body in the image. Therefore, the minimum value among the coordinates of all objects was used for
each frame to ensure that all shapes started from the same coordinates. Next, the maximum value was used to
zoom in/out to ensure that the positions of all objects were expressed as percentages. Thus, the skeleton
structure coordinates were normalized to the same central coordinates and size. Fig. 3 shows the shape of
the result of transforming the real image into coordinates and normalizing it.

The image on the left in Fig. 3 shows the shape of the actually detected object of the human body object.
The image on the right is the result of transforming and normalizing this result to each coordinate. This result
changed over time in the video. Therefore, the coordinates extracted from the image were accumulated and
used according to the progress of the frame.

3.2 Motion Data Collection and Data Pre-processing

Prior to motion recognition, data collection and pre-processing were performed first. The basic data used
the human motion video of the AI Hub produced by the National Information Society Agency. This video
data was used to estimate the posture of the human body image inside the video entered through the CCTV.
These data included two-dimensional images and 3D joint coordinates of human motions in various postures
and consisted of 200,000 clip images composed of a total of 50 types of human motion images. This study
focuses on public environmental facilities; therefore, sports scenarios such as soccer and basketball and
indoor scenarios such as housework and home training are excluded. In addition, the minimum unit of
the motion recognition algorithm is a single object, so data such as handshakes and hugs in which many
people overlap are excluded. This part can be expanded and used for the recognition of multiple object
motions in combination with an object recognition algorithm in the future. In addition, data such as
Taekwondo and national military gymnastics using a combination of various movements rather than
simple movements were excluded. Tab. 1 shows the basic motion data.

Figure 3: Coordinate transformation and normalization of images
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Each image of the configured dataset was composed of image data with various frame sizes of 1920 ×
1072. Therefore, the skeleton object was extracted after reducing the size to 960 × 536 for computational
efficiency in the skeleton data extraction process. The extracted data form was created by connecting the
array of each coordinate to the size of the learning frame. A two-dimensional tensor shape was
superimposed over time to form a three-dimensional structure, through which changes in motion over
time were stored. It was composed of the same form as the queue. The frame size consisted of a
minimum of 16 and a maximum of 48 frames, and this size meant an operation of 0.53 to 1.40 s. Data
that could not be formatted as data owing to the temporal size of the image, out-of-screen object,
omission caused by false detection, etc., were removed. As a result, under-sampling was used because the

Table 1: Basic motion data

No Style Motion Count Use

1 basic walking 4,128 O

2 basic running 2,016 O

3 basic sit down 2,112 O

4 basic greetings (worship + bow) 3,840 O

5 basic hug 2,112 O

6 basic fall down 3,360 O

7 basic cross arms 2,304 O

8 basic eating action 2,304 O

9 basic jump 2,688 O

10 basic climbing stairs 3,072 O

11 basic push up 2,304 O

12 basic direction indication 2,304 O

13 basic clap 1,920 O

14 basic sit-up 2,304 O

15 basic crawl 5,184 O

16 basic taekwondo 2,304 X

17 basic national military gymnastics 1,440 X

18 basic greeting (waving hand) 3,840 X

19 basic greeting (handshake) 1,440 X

20 complex yoga 9,600 X

21 complex dance (idol) - multiple people 14,400 X

22 complex dance (outside the club) - multiple people 14,400 X

: : : : X

48 complex weightlifting 1,728 X

49 complex fencing 1,728 X

50 complex housework 9,216 X

Total 199,896 42,048
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learning data size, depending on the motion of each data, had an unbalanced distribution. Hence,
1,000 learning datasets and 360 evaluation datasets were constructed for each motion.

3.3 Motion Classification Using DNN

To classify the difference between each motion using the generated learning data, it is necessary to
construct an artificial neural network. The preprocessed motion data are composed of a one dimensional
array created by alternately connecting the X and Y coordinates of each object and stacking this
configuration horizontally for each frame. Each image is stacked vertically. Therefore, the final data
structure has a form in which the object and coordinates of the human body are continuous in a frame
structure. When this dataset is called a continuous motion pattern dataset (CMPD), the size of the CMPD
is objects in the human body × coordinates × frames.

An effective algorithm is required to classify motion data using CMPD. Because the two-dimensional
motion pattern recognition is relatively clear, a simple DNN structure was used. The basic structure of a DNN
consists of input, hidden, and output layers. First, a basic unit of motion was entered from the input layer.
Then, nodes were configured according to the size of the motion pattern dataset, and batch normalization
was performed. The output layer was composed of a total of 15 according to the classification type of the
motion, and the final output value was extracted through average pooling. Fig. 4 shows the constructed
structure of the motion-classification DNN.

In Fig. 4, the upper part shows the CMPD classified into four types. The left side shows a case where the
frame size is small, while the right side shows the structure of the input layer that receives a large input. Each
DNN was constructed according to the input, and the mutual accuracy was compared. The hidden and output
layers were configured identically. The preprocessed motion dataset was applied to train the configured
neural network, and the weights were calculated until they passed through all layers of the artificial
neural network through feedforwarding to calculate the weights between nodes. Next, an optimizer was
required for error correction through backpropagation. Stochastic gradient descent (SGD), a representative
optimizer, was effective for general neural network operations because it was the simplest and most
intuitive [34]. Adaptive moment estimation (Adam), a more improved algorithm, combines momentum
optimization [35] and the root mean square propagation (RMSProp) algorithm [36], and shows faster and
higher accuracy [37]. However, in some special cases, the SGD shows better results. Therefore, both
SGD and Adam were used to compare the results. After the completion of learning, a configuration for
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Figure 4: Structure of motion-classification DNN
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comparing the real-time response performance was required. The response performance mainly depended on
the part that composed the real-time image frame into the motion pattern dataset and the performance of the
DNN that classified the motion. The part for composing the motion pattern data set consisted of a part for
extracting skeleton data for each frame and a part for accumulating data in first in first out (FIFO) format
over time. This result was transmitted directly to the input layer of the DNN and configured to extract the
result. In addition, each part was configured separately to compare response performance.

4 Result and Performance Evaluation

To evaluate the model, the accuracy and response speed are evaluated. For accuracy, the accuracy
improvement depending on the change in frame scale is compared, while for response speed, the average
extraction time of the neural network is compared after the initial frame accumulation time. For this, a
personal computer with an Intel® i7-10700F and NVIDIA GeForce RTX 3070 and 64 GB of memory
was used. For model implementation, Python (Ver 3.8.8) [38] and PyTorch (Ver 1.7.1+cu110) were
used [39].

Accuracy refers to the percentage of correct answers for all evaluation results and is the most commonly
used method because it is intuitive. Accuracy is calculated using Eq. (1) [40,41].

Accuracy ¼ TP þ TN

TP þ TN þ FP þ FN
(1)

In Eq. (1), true positive (TP) is the case where both the actual value and the extraction result are true, and true
negative (TN) is the case where both the actual value and the extraction result are negative. False positive (FP) is
the case where the actual value is negative, but the result is positive, and false negative (FN) is the case where the
actual value is positive, but the result is negative [41]. Accuracy evaluates the change in accuracy according to the
comparison frame size. Figs. 5 and 6 show the evaluation results using SGD and Adam at frames.

Figure 5: Evaluation results using SGD and Adam at frames 16 and 24

Figure 6: Evaluation results using SGD and Adam at frames 32 and 48
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As a result of the evaluation, it can be seen that the maximum accuracy appears when SGD is used, and
the frame size is 48. Adam learns fast, but shows an unstable appearance owing to the problem of data size.
On the other hand, the larger the frame size, the higher the accuracy, but a frame that is too large has a
disadvantage in that it takes a long time to collect image data. Therefore, it is necessary to make appropriate
choices for this purpose. In addition, this accuracy shows that the classification of multi-frame human
motion using CNN-based skeleton extraction can be utilized in a practical environment. This study aims to
operate in practical areas such as city safety and crime prevention using video equipment such as actual
CCTV. Therefore, real-time response performance must be guaranteed at a general computing level and
high resolution. Because the performance of OpenPose was the same as that of the existing library, it was
not evaluated separately, and only the performance of the added DNN was evaluated separately. The
configured model was tested in a PC-level performance equipped with one graphics processing unit (GPU),
and the test data were evaluated using the same full high definition (FHD) level resolution (1920 × 1080)
used for learning. Fig. 7 shows the results of responsive performance evaluation.

The average response performance of the constructed model was within 0.37 ms. This result appears to
be a level available in general practice areas. However, this result seems to be caused by the use of the
evaluation data composed of one person due to the characteristics of the evaluation data. The form of
the constructed model is a form in which the amount of computation rapidly increases according to the
complexity of the image. Therefore, it should be considered that the performance may be drastically
reduced in an image with many real people.

5 Conclusion

The field of human pose estimation can be used for various purposes, from social safety fields such as
national defense and police to fields related to physical health, such as medical care and physical education.
In particular, the data classified by interpreting various situations have value as information. This study
extracts the meaning from continuous video images and detects their behavior. To detect behavior, a
method of extracting skeleton data from a 2D image based on CNN was used, based on which the
process of classifying behavior into DNN that has learned the basic motion patterns stored in advance is
combined. Accuracy was used to evaluate the performance of the constructed model, and the result of the
accuracy comparison, the SGD-based 42 frame model, showed more than 70% accuracy. Through this
process, it is possible to present information on the operation of the image extraction results. This type of
prediction method can be implemented with high accessibility and low cost because it can be used
through an image input device such as a basic CCTV without any extra cost. In addition, the constructed
model can distinguish various motions according to the expansion of the learning data. Because the
internal structure of the model is a skeleton analysis-based method, it can be visually and clearly
analyzed compared to an end-to-end method such as SlowFast Network. Because the configured model
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Figure 7: Results of responsive performance evaluation
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can be extracted in real time, information can be transmitted immediately to experts in security and medical
care-related fields, which enables effective feedback. However, the constructed model sharply increases the
amount of computation according to the group of people on the screen. Thus, the response performance may
be lower in a practical environment. Therefore, to realize real-time response performance in the future, it is
necessary to study better model configurations. In the future, such a problem could be overcome through
continuous research in the field of human pose estimation, and it is expected to be an essential element
combined with various social infrastructures.
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