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Abstract: With the rapid development of personalized services, major websites
have launched a recommendation module in recent years. This module will
recommend information you are interested in based on your viewing history
and other information, thereby improving the economic benefits of the website
and increasing the number of users. This paper has introduced content-based
recommendation algorithm, K-Nearest Neighbor (KNN)-based collaborative fil-
tering (CF) algorithm and singular value decomposition-based (SVD) collabora-
tive filtering algorithm. However, the mentioned recommendation algorithms all
recommend for a certain aspect, and do not realize the recommendation of specific
movies input by specific users which will cause the recommended content of the
website to deviate from the need of users, and affect the experience of using. Aim-
ing at this problem, this paper combines the above algorithms and proposes three
ensemble recommendation algorithms, which are the ensemble recommendation
of KNN + text, the recommendation of user KNN + movie KNN, and the recom-
mendation of user KNN + singular value decomposition. Compared with the tra-
ditional collaborative filtering algorithm based on matrix factorization, the method
we proposed can realize the recommendation of specific movies input by specific
users and make more personalized recommendations and can deal with the
problem of cold start and sparse matrix processing issues to a certain extent.

Keywords: KNN; CF; SVD; ensemble recommendation; personalized
recommendation

1 Introduction

With the rapid development of the Internet, the Internet has gradually become an important way for
people to obtain information resources. It is easy to obtain abundant movie resources on major search
engines. However, it is impossible that users can accurately find the movies they are more interested in a
short time because of the dazzling array of movies. In order to help user find movies of interest
efficiently, the recommendation system has attracted the attention of many researchers. As the core part of
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recommendation system, the quality of recommendation algorithm directly determines the quality of
recommendation system.

The oldest type of recommendation algorithm is the content-based recommendation algorithm [1]. The
content-based recommendation process is: extracting the item features that represent the item firstly, and then
using the past interest and disinterest item feature data to learn the preference feature of the user. Finally, by
comparing the preference feature and the candidate item feature can recommends a group of items with the
most relevance for the user [2]. This algorithm generally only relies on the own behavior to provide
recommendations for user, and does not involve the behaviors of other users. It can well identify the
taste of user, which is very intuitive and easy to understand, has strong interpretability, and it is easier to
solve the cold start problem [3]. However, the content-based recommendation algorithm has some
shortcomings, such as range is narrow, the novelty is not strong, and the recommendation accuracy is not
high.

Collaborative filtering algorithm [4–6] is one of the most widely used and most successful technologies
in recommendation systems [7]. This algorithm assumes that users with similar interests may like similar
items or users may show similar degrees of preference for similar items. The core idea is a
recommendation algorithm based on neighbors, which uses the similarity between users or items [8] and
historical behavior data to effectively recommend target users [9]. It filters through the user’s feedback on
the movies that have been watched, so as to find the movies that users may be interested in the massive
movie data. This paper introduces two KNN-based collaborative filtering algorithms [10], one of which is
based on movie similarity recommendation algorithm, but for different users, the results of the
recommendation are not any different, and no personalized recommendation for different users is realized.
Therefore, the second recommendation algorithm for user similarity is proposed, but the collaborative
filtering algorithm has cold start and sparseness data [11] processing issues.

Aiming at this problem, this paper introduces the third type of collaborative filtering algorithm based on
SVD [12]. By performing SVD decomposition on the user-movie rating matrix, users or movies that have
little significance in predicting the final result are deleted. Predictive ratings for movies not rated. Since
the user-movie rating matrix is a coefficient matrix with very high dimensions, this paper uses different
algorithms to decompose, including stochastic gradient descent algorithm (SGD) [13], Langevin dynamic
system stochastic gradient method (SGLD) and Stochastic Gradient Hamiltonian Monte Carlo method
(SGHMC). Through experimental results, it is found that the Root Mean Squared Error (RMSE) loss of
the SGHMC algorithm is the lowest, reaching 0.84117, which is a better optimization method, and the
obtained model also has a better recommendation effect.

The above recommendation algorithms all recommend for a certain aspect, and do not realize the
recommendation of specific movies input by specific users. In response to this problem, this paper
combines the above algorithms and proposes three ensemble recommendation algorithms, namely KNN +
text. The ensemble recommendation of user KNN + movie KNN, the ensemble recommendation of user
KNN + singular value decomposition to achieve a better personalized recommendation [14,15] effect.

2 Related Work

This paper first introduces the principles, advantages and disadvantages of three traditional
recommendation algorithms, followed by content-based recommendation algorithm, KNN-based
collaborative filtering algorithm and singular value decomposition-based collaborative filtering algorithm.

2.1 Principles of Content-based Recommendation Algorithm

The content-based recommendation algorithm builds a recommendation algorithm model based on the
subject-related information, user-related information, and the user’s operating behavior on the subject to
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provide users with recommendation services. The subject-related information here may be information such
as the category of the movie purchased by the user, tags, and user comments. User-related information refers
to information such as the age, gender, preference, and region of the ticket purchaser. The user’s operation
behavior on the subject matter can be comments, favorites, likes, watching, browsing, clicking, buying
tickets, etc. The basic principle of the content-based recommendation algorithm is to obtain the user’s
interest preferences based on the user’s historical behavior, and recommend objects that are similar to his
interest preferences, which is very intuitive and easy to understand, and has strong interpretability. The
algorithm mainly extracts the characteristics of movies first, then calculates the similarity between movie
contents, and finally judges whether users like a movie with similar characteristics. Since the algorithm
only needs to calculate the similarity based on the characteristics of the movie and does not involve other
user information, there is no cold start problem. The formula for calculating cosine similarity is shown below.

Similarity ¼ cosðhÞ ¼ A:B

jjAjjjjBjj ¼
Pn

i¼1 Ai � BiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðAiÞ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðBiÞ2

q (1)

2.2 The Principle of Collaborative Filtering Recommendation Algorithm Based on KNN

2.2.1 Principles of Movie-based Collaborative Filtering Algorithm
The movie-based collaborative filtering algorithm obtains the relationship between movies by

calculating the ratings of different users on different movies, and recommends similar movies to users
based on the relationship between movies. For example, if A has watched movie A and movie B, it
means that movie A and movie B are highly correlated. When B also watches movie A, it can be inferred
that he also needs to watch movie B. The formula for calculating the similarity between movies is:

Sij ¼
juðiÞ \ uðjÞjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijuðiÞjjuðjÞj
p (2)

Among them, u(i) represents the set of users who have watched movie i, and u(j) represents the set of
users who have watched movie j. The prediction formula for the target user u unrated movie i in the
movie-based collaborative filtering algorithm is:

pðu; iÞ ¼
X
j2IðuÞ

Si;jrj;u (3)

where I(u) represents the set of overrated movies used by target user u, Si,j represents the similarity between
movie i and movie j, and rj,u represents the rating of movie j of target user u.

2.2.2 User-based Collaborative Filtering Algorithm Principle
The user-based collaborative filtering algorithm discovers the interest of user through the historical

behavior data, such as buying tickets, clicking, commenting, and watching, and measures and scores. The
relationship between users is calculated according to the attitudes and preferences of different users
towards the same movie, and movie recommendations are made among users with the same preferences.
The formula for calculating the similarity between users is:

Wuv ¼
jNðuÞ \ NðV ÞjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijNðuÞjjNðV Þj
p (4)

Among them, N(u) represents the collection of movies watched by user u, and N(V) represents the
collection of movies watched by user v. The prediction formula for the unrated movie i of the target user
u in the user-based coordination filtering algorithm is:
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pðu; iÞ ¼
X
v2NðiÞ

wu;vrv;i (5)

where N(i) represents the set of users who have rated movie i, wu,v represents the similarity between user u
and user v, and rv,i represents the rating of movie I of user v.

2.2.3 Principle of Collaborative Filtering Recommendation Algorithm Based on SVD
SVD has obvious physical meaning [16]. In the field of machine learning, many applications are related

to singular value decomposition, such as principal component analysis (PCA) [17], data compression [18],
image compression [19], and LSI (latent semantic indexing) [20] algorithms used in feature reduction [21].
Since the collaborative filtering algorithm needs to process the complete user product matrix Data, this matrix
is generally sparse, which results in the collaborative filtering algorithm processing a large amount of useless
data and inefficient. To solve this problem, we can use SVD to perform dimensionality reduction processing
[22] on the original user product data, and delete those users or movies that have little significance in
predicting the final result. Assuming that the diagonal matrix of the intercepted singular value
decomposition is Δ, the user product matrix New Data after dimensionality reduction is:

NewData ¼ ðDataT � U � D�1ÞT (6)

where U is the left singular matrix in singular value decomposition.

3 Method

The above-mentioned recommendation algorithms all recommend for a certain aspect, and do not realize
the recommendation of specific movies input by specific users. This paper combines the above algorithms
and proposes three ensemble recommendation algorithms.

3.1 KNN + Text Ensemble Recommendation Algorithm

This paper first uses the KNN algorithm to find the 10 users closest to the input current user ID and
selects the movies that similar users have seen and the current user has not seen as candidate movie. After
that, the text input by the user is converted into a vector, and the text information (introduction, name,
director, etc.) of the candidate movie is encoded into a vector. Finally, according to the cosine distance
between the extracted candidate movie vector and the input text vector, the most recent top 10 movies are
recommended for the user. Given a movie vector A and a text vector B, the cosine similarity θ is given
by the dot product and the vector length. The pseudo code of the algorithm is shown in Tab. 1.

Table 1: Pseudo-code of KNN + text ensemble recommendation algorithm

Algorithm 1: KNN + Text Ensemble Recommendation Algorithm

Input: UserID, text

Output: Prediction Result

1: Procedure KNN_Text()

2: input id ← userId

3: User ← KNN(id)

4: Mov ← find_movie(id)
(Continued)
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The cosine similarity formula is as follows:

SimilarityðA; BÞ ¼ cosðA; BÞ ¼ A � B
kAkkBk (7)

Among them, the cosine value between two vectors can be obtained by using the Euclidean dot product
formula: a ⋅ b = ‖a‖‖b‖cosθ, it can be seen that the value range of cosine similarity is: [−1, 1], but the
distance cannot be negative, so the cosine distance is defined as:

distðA; BÞ ¼ 1� SimilarityðA; BÞ (8)

The value range of the cosine distance is: [0, 2], non-negative.

3.2 The Ensemble Recommendation Algorithm of User KNN + Movie KNN

This paper first uses the KNN algorithm to find the 10 users closest to the input current user ID, and then
uses the movies that similar users have seen and the current user has not seen as candidate movies.
Afterwards, KNN processing is performed on the movie data, and the 10 movies closest to the user input
movie are selected for recommendation. The principle of the KNN algorithm is to find K pieces of data
that are most similar to the sample, and the sample belong to the category that most of the K data belong
to. The KNN algorithm process is divided into three steps. First, calculate and sort the distance between
the test data and all the training data, then select the K points with the smallest distance, and finally use
the category of the K points with the smallest distance as the prediction classification. Euclidean distance
is commonly used to measure the distance of neighbors, the Euclidean distance formula between two
n-dimensional vectors a (x11, x12, …x1n) and b (x21, x22, …x2n) is:

Table 1 (continued)

5: for i < 10

6: Movie ← find_movie(User)

7: end for

8: for j < len(Movie)

9: if Mov == Movie then

10: Result ← Movie

11: end if

12: end for

13: Input txt ← text

14: A ← tensor(Result)

15: B ← tensor(txt)

16: Distance ← dist(A,B)

17: Prediction Result ← min(Distance)

18: END Procedure
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d12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
k¼1

ðx1k � x2kÞ2
s

(9)

It can also be expressed as a vector operation:

d12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða� bÞða� bÞT

q
(10)

The pseudo code of the algorithm is shown in Tab. 2.

3.3 User KNN + SVD Ensemble Recommendation Algorithm

This paper first uses the KNN algorithm to find the 10 users closest to the input current user ID, and then
uses the movies that these similar users have watched and the current user has not watched as candidate
movies. After that, matrix decomposition is used to simulate the current rating of candidate movies, and
the ten highest-rated movies are selected for recommendation. The pseudo code of the algorithm is shown
in Tab. 3.

Table 2: Pseudo code of user KNN + movie KNN ensemble recommendation algorithm

Algorithm 2: The Ensemble Recommendation Algorithm of User KNN + Movie KNN

Input: UserID, movie

Output: Prediction Result

1: Procedure KNN_KNN()

2: input id ← userId

3: User ← KNN(id)

4: Mov ← find_movie(id)

5: for i < 10

6: Movies ← find_movie(User)

7: end for

8: for j < len(Movie)

9: if Mov == Movies then

10: Result ← Movies

11: end if

12: end for

13: input m ← movie

14: Prediction Result ← KNN(m)

15: END Procedure
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Singular value decomposition shows the internal structure of a matrix to a certain extent. A more
complex matrix can be expressed as the product of several smaller and simpler sub-matrices. These sub-
matrices describe important characteristics of the matrix. Singular value decomposition is a
decomposition method that can be applied to any matrix. For any matrix A, there is always a singular
value decomposition:

A ¼ U
X

VT (11)

Assuming that A is an m*n matrix, then the obtained U is an m*m square matrix, and the orthogonal
vector in U is called the left singular vector.

P
is an m*n matrix. All elements of

P
except the

diagonal are 0. The elements on the diagonal are called singular values. VT is the transposed matrix of V,
which is an n*n matrix. The orthogonal vector in it is called the right singular value vector. And
generally speaking, we will arrange the values on

P
in descending order. The dimensional changes of

the matrix are shown in Fig. 1.

Table 3: Pseudo code of user KNN + SVD ensemble recommendation algorithm

Algorithm 3: User KNN + SVD Ensemble Recommendation Algorithm

Input: UserID

Output: Prediction Result

1: Procedure KNN_SVD()

2: input id ← userId

3: User ← KNN(id)

4: Mov ← find_movie(id)

5: for i < 10

6: Movies ← find_movie(User)

7: end for

8: for j < len(Movie)

9: if Mov == Movies then

10: Result ← Movies

11: end if

12: end for

13: Prediction Result ← SVD(id, Result)

14: END Procedure

Figure 1: Changes in the dimensions of each matrix in singular value decomposition

4 Experiments

4.1 Dataset

For movie recommendation, we use the TMDB5000 dataset collected from The Movie Database
(TMDB) dataset and some data collected from the movie dataset MovieLens [23], including id,
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budget, content introduction, keywords and other characteristics, which also contains the rating matrix for the
movie.

4.2 Assessment Method

We use RMSE and Coverage as the criteria for the evaluation of the recommendation system. The root
mean square error refers to the average value of the square root of the difference between the recommended
scores of all items in the test set and the scores of the actual users. The smaller the error, the better the
optimization method and the better the model recommendation effect obtained. The corresponding
formula is shown below.

RMSE ¼ 1

jU j
X
u2U

1

jOuj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i2Ou

ðpui � ruiÞ2
s

(12)

How to evaluate the pros and cons of the recommendation system can be measured by the recommended
content coverage. Coverage refers to the proportion of items recommended by the recommendation system to
the total items, and describes the ability of a recommendation system to mine long-tail products. The formula
for coverage is shown below.

Coverage ¼ 1

jU j
X
u2U

100 � jCuj
jDuj

� �
(13)

Among them, Ku = {v∈U|distance (u, v) < δ} represents the set of neighbors of user u, and δ is the
threshold; Cu ¼ fi 2 I jrui ¼ NULL\Kui 6¼ [g represents the user The set of neighbors of u is empty and
the set of items not rated by user u; Du = {i∈ I|rui =NULL} represents the set of items not rated by user u.

4.3 Analysis of Results

In this experiment, firstly, some features of movie data are visualized and analyzed [24] to provide help
for the subsequent movie recommendation, and then experiments and analysis are done on the traditional
recommendation algorithm and the proposed ensemble recommendation algorithm.

4.3.1 Visual Analysis of Movie Characteristics
The experiment in this paper first draws a diagram of the relationship between box office and budget,

welcome, and drama, as shown in Figs. 2–4.

Figure 2: The relationship between box office and budget
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It can be seen from the above diagram that there is a strong relationship between box office and budget,
welcome, and drama. Therefore, this paper selects 7 characteristics of box office, budget, welcome, drama,
screening time, ID, and release year, and draws the correlation diagram between them, as shown in Fig. 5.

Among them, the darker the color indicates the stronger the correlation. It can be seen that the box office
has a strong correlation with the budget, the degree of popularity, and the degree of drama. It has almost no
correlation with the release time, ID, etc., which is in line with expectations. In addition, this paper also
studies the relationship between box office and film language, as shown in Fig. 6.

Finally, this paper studies the relationship between the movie budget and the movie release year, and
mainly selects the movie budgets of 1983, 1984, 1985, 1991, and 2017 to estimate the density. The
results are shown in Fig. 7.

Figure 3: The relationship between box office and popularity

Figure 4: The relationship between box office and drama
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Figure 5: Correlation diagram of multiple features

Figure 6: The relationship between box office and film language
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It can be seen from the figure that the release year has a greater impact on the budget distribution. Earlier
years, the budget is concentrated in the lower part. The closer to the present, the more even the budget
distribution of the film, corresponding to more and more large productions movie.

4.3.2 Content-based Recommendation Algorithm
This article first uses the keywords, genres, directors, actors and other information in the movie, and uses

the CountVectorizer in sklearn to convert the text into a word frequency matrix, and then uses the cosine
distance to measure the similarity between the movies. The experimental results show that the
recommended movie content is very similar to the input movie, which is in line with the original
intention of the algorithm design.

4.3.3 Recommendation Algorithm Based on Movie Similarity
In this paper, the ratings of all users for a certain movie are used as the feature vector of the movie, and

the KNN algorithm is used to select the ten most similar movies for the movie input by the user for
recommendation. The experimental results show that the input movie is Avengers III, nine of the ten
recommended movies are superhero movies produced by Marvel, and the other one is also a sci-fi
blockbuster, which shows that the method of measuring the similarity between movies is very effective.

4.3.4 Recommendation Algorithm Based on User Similarity
In this paper, a rating of all movies is used as the feature vector of the user, using the KNN algorithm, for

the input user ID, first select 10 users that are most similar to the current user, and then select these 10 most
similar users Movies that have been watched and not watched by the current user, and finally the ten movies
with the highest average rating among these movies are selected and recommended to the user. The
experimental results show that for different users, the recommended results are different, and personalized
recommendations for users are achieved.

This experiment uses 85% of the user rating matrix for training and 15% for testing. The specific
division method is: generate a random number for each user’s rating for each movie. If it is greater than
0.85, it is a test; less than or equal to 0.85 is training. Then 10 movies are recommended for each user, a
total of 6040 movies are recommended, and the coverage ratios of the above three algorithms are
calculated respectively. The values are shown in Tab. 4 below.

Figure 7: The relationship between movie budget and movie release year
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The experimental results show that among the above three algorithms, the recommendation algorithm
based on user similarity has a higher coverage rate and a better model recommendation effect.

4.3.5 Recommendation Algorithm Based on SVD
In this paper, we perform SVD decomposition of the user-movie rating matrix to predict ratings for

movies that are not rated by users. This paper uses this algorithm as a secondary screening method.
Using the input user id and a series of movie ids to predict the current rating for this series of movies,
and select the 10 highest rated movies for recommendation. Since the user-movie rating matrix is a
coefficient matrix with very high dimensions, different algorithms are used for decomposition, including
the SGD, the SGLD, and the SGHMC. Among them, SGD is an optimization-based method, and SGLD
and SGHMC are sampling-based Bayesian [25] probability matrix decomposition algorithms. The final
results are shown in Tab. 5.

Experiments show that the RMSE loss of the SGHMC algorithm is the lowest, reaching 0.84117, which
is a better optimization method, and the obtained model also has a better recommendation effect.

4.3.6 Ensemble Recommendation Algorithm
In this experiment, 10 movies are recommended for each user, and a total of 6040 movies are

recommended. Among them, the number of movies in the test set is 602, accounting for 9.97%, which
realizes the recommendation of specific movies input by specific users.

5 Conclusion

This paper introduces traditional recommendation algorithms firstly, including a content-based
recommendation algorithm, two KNN-based collaborative filtering algorithms, and a singular value
decomposition-based recommendation algorithm. The advantages and disadvantages of these
recommendation algorithms are summarized. On this basis, this paper proposes three ensemble
recommendation algorithms that can recommend specific movies entered by specific users. Through
experiments on multiple algorithms, it is found that the ensemble algorithm can achieve more
personalized recommendations, but the effect is slightly inferior to the algorithm that only uses user

Table 4: Coverage values of the three algorithms

Algorithm Coverage

Content-based recommendation algorithm
Recommendation algorithm based on movie similarity
Recommendation algorithm based on user similarity

6.17%
8.27%
14.54%

Table 5: RMSE values of the three algorithms

Method RMSE

SGD 0.8538 ± 0.0009

SGD (with momentum) 0.8539 ± 0.0009

SGLD 0.84118 ± 0.0008

SGHMC 0.84117 ± 0.0008
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KNN. Because the user and movie score matrix contains the score for each movie, the score is high or low.
Even if the user has watched the movie, there will be a very low score. In this method, such movies will be
excluded. The user recommends movies with high scores after simulated scoring. This problem was not
involved in the test, so the difference in results was brought about. The method proposed in this paper
can also be rewritten as a similar ensemble recommendation algorithm for other datasets in the future. For
example, we can propose an integrated recommendation algorithm of user KNN + product KNN for
product recommendation to recommend specific products input by specific users and find products that
meet user needs more quickly.
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