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Abstract: Removal of noise from images is very important as a clear, denoised
image is essential for any application. In this article, a modified haze removal
algorithm is developed by applying combined dark channel prior and multi-scale
retinex theory. The combined dark channel prior (DCP) and bright channel prior
(BCP) together with the multi-scale retinex (MSR) algorithm is used to dynami-
cally optimize the transmission map and thereby improve visibility. The proposed
algorithm performs effective denoising of images considering the properties of
retinex theory. The proposed method removes haze on an image scene through
estimation of the atmospheric light and manipulating the transmittance parameter.
The coarse transmittance is refined using edge-preserving median filtering.
Experimental results depict that the proposed technique enhances the image qual-
ity degraded by foggy weather during day time or night. The results show that the
proposed algorithm enhances the image quality in terms of PSNR and SSIM to a
considerate level.

Keywords: Dehazing; dark channel prior; bright channel prior; multi-scale retinex;
atmospheric light estimate; transmission estimate

1 Introduction

During the past decade, significant research work has been progressed on the enhancement of the quality
of hazy, foggy images. Haze occurs due to the scattering of light through the microscopic water droplets. For
outdoor environments, the visibility and contrast of images captured in foggy weather pose a great challenge
for image enhancement. The photo quality is mainly affected by the existence of small aerosols in the
atmosphere which scatter the original light reflected by an object in the scene before being absorbed by
the sensor. This leads to a poor contrast quality and the depth details begin to lose. Image dehazing is
desirable in feature extraction applications such as digital video surveillance, aerial survey and driverless
car, thereby enhancing the scene visibility and appropriate correction in the color shift.

Noise present in the image tends to degrade the per pixel image value, hence degrading robustness and
efficiency. The number of pixels in a frame can be enhanced by the removal of noise in the video. The
proposed work deals with the removal of haze from atmospheric scattering and gains high visibility. This
reduces the trade-off between contrast and saturation of images, preserving the quality of the recovered
image. There are various techniques based on Dark Channel Prior (DCP) discussed which find solutions
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simply by using the single input hazy image. Even though these techniques are very effective and have been
widely used on daylight hazy scenes, they perform poorly with restrictions on night-time hazy scenes. Since
several light-emitting objects cause a non-uniform brightness, haze removal from images captured in the
night becomes intricate. So only a limited number of researches have been carried out on the night-time
haze elimination issues.

Dehazing algorithms such as dark channel prior are discussed in [1–4]. Berman et al. [5] proposed an
algorithm for dehazing using haze-lines to estimate atmospheric light. Fattal [6] suggested colour-lines
method for haze removal. Meng et al. [7] proposed L1 norm-based regularization technique for dehazing.
Retinex properties such as illumination and reflectance components of images are deployed to compute
parameters such as air-light estimate and rough depth of the scene is analyzed in various retinex methods
[8–10]. Unlike dehazing of day images in case of haze removal of night time [11–14] images, low
illuminated images are processed with both bright and dark channel prior thereby modifying transmission
estimation with a local air-light component that generates a maximum reflectance. Estimations are made
on the ambient light on local patterns with small size tracts where the non-uniform illumination originates
from several unnatural sources. On combining multi-scale retinex and dark channel prior [15], a
recovered quality output image is obtained but with a poor form of transmission map. Learning based
dehazing is discussed in [16] for an end-to-end process of haze removal. Li et al. [17] proposed a new
haze removal method on images captured at night time in order to eliminate the glow of light from light
sources. Though authors in [18] claimed that their technique performs well for the global enhancement
but it lacks local enhancement at the edges and boundaries of the image.

A modified DCP [19] overcomes the artifacts generated in the single image dehazing and made a
comparison of the DCP in real-time. Ancuti et al. [20] discussed how to overcome the problem in
selecting patch-size for fusion based dehazing with more samples of inverted images using a Laplacian
decomposition. Chung et al. [21] proposed an image restoration method using dark channel prior and
white patch retinex to obtain fast and effective haze removal of an image. Liu et al. [22] proposed an
algorithm namely coarse detection and artificial neural network (ANN) realization for recognition of
remote sensing images. The scene radiance structure [23] can be recovered from hazy scenes using
multiple images and by applying spatial information. Koschmiede [24] discussed the scattering model of
hazy images. A minimum volume ellipsoidal approximation [25] method yields inaccuracy on pixels that
represents bright elements in the scene.

In this work, by merging both DCP and BCP algorithms with the MSR method a novel haze removal
technique is introduced which enhances the contrast of images captured during the day and night time
under a foggy situation. This is achieved by computing the ambient light value and then estimating the
transmission map using median filters and finally processed by multi-scale retinex method in HSV space
to obtain better enhancement.

2 Proposed Day and Night Image Dehazing Algorithm

Light plays an essential role in haze removal and the choice of illumination and reflectance is a
challenging problem. The new value dark channel prior (DCP) is obtained by first estimating the 0.1% of
the dark pixels in the dark channel, which is present mostly in the opaque and hazy portion of the scene.
The top 0.1% of the bright pixels form bright channel prior (BCP), in the bright channel which is present
in the most glowing portion of the image. A total average of dark and bright channels pixel elements is
added with the retinex component to generate an atmospheric light estimate and transmission estimate as
shown in Fig. 1.
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Haze removal is performed through following steps: estimate atmospheric light, estimate transmission
map, radiance computation, multi-scale retinex (MSR) computation and haze-free image reconstruction.

Our work uses the Koschmiede's optical atmospheric attenuation model to represent the hazy image as

IðxÞ ¼ RðxÞ: tðxÞ þ ð1� tðxÞÞ: A (1)

where I represents the observed image, A is atmospheric illumination, R is haze free image and τ is the
transmittance parameter.

The purpose of image enhancement is for restoring the radiance (R) of the image (I) by eliminating haze.
The product R(x)•τ(x) in the above equation is the scene irradiance and the subsequent term is the air-light.
The air-light represents the amount of direct light transmitted from the surface of the object that is being
picturized which gets scattered without reaching the camera due to floating aerosols in the air as in Fig. 2.
The transmission map is evaluated using the equation which is given by

sðxÞ ¼ e�b:dðxÞ (2)

where β is the scattering parameter and d(x) is the measure of distance of separation between camera and the
object.

Figure 1: Flow chart for proposed haze removal technique in both day and night images

Figure 2: Atmospheric scattering model
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2.1 Dark Channel and Bright Channel Prior Estimation

Restoring the image without haze from (1) requires transmittance (τ) and atmospheric light(A). In order
to evaluate transmittance, we used the DCP technique which states that in haze-free non-sky outdoor images,
among any of three red-green-blue (RGB) color channels, there exists at least one channel that might have
some pixels with the lowest intensity [1] with values close to zero i.e.,

RdarkðxÞ ¼ min
c2½r;g;b�

ð min
y2�ðxÞ

ðRCðyÞÞÞ � 0 (3)

Hence the dark channel of a given image is defined as

IdarkðxÞ ¼ min
c2½r;g;b�

ð min
y2�ðxÞ

ðICðyÞÞÞ (4)

where Idark is the dark channel of I(x), IC is color channel of I(x), and Ω (x) is a small portion that is
surrounding at the pixel x. Similarly in an image, at least one colour channel has few pixels which are
bright enough with intensity values that are very closer to unity. In this work, the bright channel, Rbright is
computed by the equation as follows:

RbrightðxÞ ¼ max
c2½r;g;b�

ðmax
y2�ðxÞ

ðRCðyÞÞÞ � 1 (5)

So the bright channel of a given image is defined as

IbrightðxÞ ¼ max
c2½r;g;b�

ðmax
y2�ðxÞ

ðICðyÞÞÞ (6)

The experimental results of dark channel prior(DCP) and bright channel prior (BCP) for different input
hazy images are shown in Fig. 3.The existence of high levels of shadow, colourful and dark objects in the
hazy image causes variation of the dark channel as well as bright channel values.

2.2 Atmospheric Light Estimation

The atmospheric light A is obtained from the severely blurred region whereas the points with the
brightest intensity are usually found on white objects that appear in the real image. This condition is
refined for the computation of atmospheric light. The proposed algorithm includes steps as follows:

i) Select the top 0.1% of the bright points from dark channel Idark which are found in the opaque part of
the image (non-sky regions).

ii) Select the top 0.1% of the bright pixels from the bright channel Ibright from the bright portion of the
image.

iii) Calculate new estimate A′ as an average of Idark and Ibright.

Figure 3: DCP and BCP of hazy daytime images (a) DCP of forest (b) BCP of forest (c) DCP of building (d)
BCP of building (e) DCP of swan and (f) BCP of swan
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Hence A′ is the new atmospheric light estimated from the image after DCP and BCP are added with the
input image. The estimation of atmospheric light is shown in Fig. 4.

The bright channel estimates the depth or veil of the atmosphere of the input image and hence it upgrades
the atmospheric light estimation. Moreover, the average intensity of pixels of channels Idark and Ibright in the
input image is chosen as atmospheric light A′. During the nighttime, atmospheric light due to various light
sources or moon light is not so bright and constant as that of daytime. In such a scenario to prefer bright
points as atmospheric light might produce noise. Hence to eliminate such problems we use the average
value of Idark and Ibright channels for estimation.

2.3 Transmission Optimization

The derived atmospheric light estimation A′ is utilized to evaluate the transmission map as persistent in
the local patch Ω(x). This is done by manipulating both sides of Eq. (1) with transmittance minimum
transformation function in the RGB channels which is

min
c2½r;g;b�

ð min
y2�ðxÞ

ðICðyÞÞÞ ¼ sðxÞ: min
c2½r;g;b�

ð min
y2�ðxÞ

ðRCðxÞÞÞ þ ð1� sðxÞÞ:A0C (7)

The value of RC(x) reduces to zero inside the haze-free local patch and A’C is invariably positive. The
new value A’C handle both sky and other regions in the image. The transmittance of sky portion or those
region with uniform intensity tends to zero. In order to avoid this, a constant ω is introduced. Finally the
transmission is computed as

sðxÞ: ¼ 1� x: min
c2½r;g;b�

ð min
y2�ðxÞ

ðICðyÞ=:A0CÞÞ (8)

where 0 ≤ ω ≤ 1and patch size Ω(x) = 20 × 20. The refined transmission is computed using median filter.

2.4 Scene Radiance Recovery

After evaluating A and τ(x) from I(x), haze free image R(x) can be recovered from the optical scattering
image model of equation R(x) using τ(x). Since the parameter R(x) • τ(x) scene irradiance is approximately
equal to ‘0’ for ground truth, τ(x) is confined to a minimum value t0 and assigned as an appropriate value of
0.1. Hence, restored radiance R(x) is evaluated as

RðxÞ ¼ IðxÞ � A0

maxðsðxÞ; toÞ þ A0 (9)

Hence this method using new estimation of atmospheric light A′ performs well on images captured under
both day and night time.

Figure 4: Atmospheric light estimation (a) Daytime input image (b) position of atmospheric light (c)
Atmospheric light (d) Night input image (e) position of atmospheric light and (f) Atmospheric light
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2.5 MSR Computation

Finally, the radiance generated is processed by the MSR algorithm. Retinex image restoration basics
achieve dynamic compression and colour brightness and reduce artifacts and halo effects. The retinex
algorithm is used to fragment image I into two separate components such as the reflectance part J, and
the illuminance part S. This decomposition provides the gain of elimination of halos, artifacts, enriching
image edges and colour shifts correction. So, each pixel (x, y) on the image I can be represented as in [8]

Iðx; yÞ ¼ Jðx; yÞ � Sðx; yÞ (10)

MSR algorithms blend the supremacy of the preserving edges, edge enrichment and hybrid of brightness
and color restoration. The luminance module of the haze image is processed in HSI color space and then
performs linear reconstructions. Commonly, the MSR principle is used to process the brightness
component and to obtain the reflectance component. It is represented as weighted single scale retinex [10]
for different scales of Gaussian surround function

JnMSR ¼
XM

k¼1

wk :½log In � logðIn � �kÞ� (11)

where Jn is the reflectance,M represents the count of distinct scales (assume M = 3), wk is the weight of scale,
the term (In* Γk ) is the probability distribution of illumination S(x, y) and * is convolution operator. Then, the
kth gaussian surround function Γk, with scale factor ci. is

�kðx; yÞ ¼ �:e�ðx2þy2Þ=c2i (12)

where Ci represents scale factor, it should be selected in some special range. The pseudo code for multi-scale
retinex is furnished below:

MSR Algorithm

Start: Input image I;

Result: Output image;

σ1, σ2, σ3 the scales for gaussian function;

begin

for each channel c є {R,G,B} do

for each σi do

Diffi, c = log(Ic) − log(Ic * Gi)

end

JnMSR =
P
i

1
3Diffi; c

I(hsv) = JnMSR

Output image = RGB(I(hsv));

end

The Figs. 5 and 6 represent the day and nighttime image analysis of the proposed work with hazy input
image producing the dehazed output image with bright and dark channel prior, transmission estimation
followed by the refined transmission. From this radiance is computed and processed by MSR algorithm
which brings out the retinex component and finally dehazed output is generated.
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The human visual system can perceive brightness rather than colour. Expecting good visual effects on
performing luminance correction directly over RGB space often leads to distortion of the image color due to
difficulty in enhancing all channels in a correct ratio. But in HSV space the hue, saturation and intensity
components are independent. So manipulation of the intensity values does not have any direct impact on
the color of the images. Finally, the retinex Jn is combined with the input image using the HSV space and
manipulated to generate a haze-free enhanced output image in the RGB space.

3 Results and Discussion

The results obtained by the proposed work are analyzed qualitatively with standard datasets for day and
night images and are compared with the existing works. Also, quantitative measurements using metrics
PSNR and SSIM are performed using O-Haze dataset an outdoor hazy dataset for day images. Then our
results were compared with that of the existing works.

Figure 5: Day time image analysis (a) Hazy input image (b) Bright channel prior (c) Dark channel prior (d)
transmission estimation (e) refined transmission (f) Radiance (g) Retinex (h) Dehazed output image

Figure 6: Night time image analysis (a) Hazy input image (b) Dark channel prior (c) Bright channel prior (d)
transmission estimation (e) refined transmission (f) Radiance (g) Retinex (h) Dehazed output image
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3.1 Haze Removal Analysis of Daytime Images

In this work, the proposed method is implemented in Matlab R2020b for simulation using the O-HAZE
dataset. O-HAZE is a pragmatic dataset that comprises of 45 ground truth and their respective hazy images,
captured under a real haze environment.

The results of the proposed work are analyzed qualitatively using standard daytime datasets and are
compared with the other existing algorithms He et al. [1] and Li et al. [4] as shown in Fig. 7. We used
randomly selected haze images from the O-HAZE dataset, for the quantitative analysis measuring the
metrics PSNR and SSIM. The Fig. 8 shows the comparison of output images of the proposed method
with existing methods.

Figure 7: Comparison of output images for daytime haze images. (a) Input Images (b) He et al. [1] (c) Li
et al. [4] and (d) Proposed method

Figure 8: Results of the proposed O-Haze daytime dataset samples (a) Hazy input image (b) He et al. [1] (c)
Fattal et al. [6] (d) Cai et al. [16] (e) Berman et al. [5] (f) Ancuti et al. [14] (g) Our result and (h) Ground truth
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Peak Signal-To-Noise Ratio (PSNR) is expressed in terms of mean square error and is used to measure
the quality of reconstruction of the hazy image. Another parameter that is frequently used to measure the
quality of the image is Structural Similarity Index (SSIM). The quantitative comparison is provided in
Tab. 1 for PSNR and SSIM values. We also used O-Haze dataset images of size 800x600 same as done
in [13] and we used the same result values in [13] for comparison with our result.

A few samples of the O-Haze dataset are considered for this work and are quantitatively analyzed. The
dehazed output image is compared with the haze-free ground truth for PSNR and SSIM evaluation. The
highest value for each image is highlighted in bold letters. In the evaluation of SSIM for the image
OH_06, our algorithm has 19% and 9% superior over Cai et al. [16] and Ancuti et al. [14] respectively.
The PSNR evaluation for the image OH_10 of the proposed work is 14% higher than Berman et al. [5]
and 11% higher than Cai et al. [16]. The average value of the metrics of our result is higher than other
existing methods discussed above. Hence it is inferred that the proposed work is performing better with
the daytime haze removal algorithms on comparing with the existing works. A good dehazing
performance generates all fine details of an output image that has a closer appearance as that of ground
truth with a higher SSIM value. Similarly, a higher PSNR is a measure of perfection on haze removal and
restoration of high contrast image such that the dehazed output image is with enriched visibility.

3.2 Dehazing Evaluation of Night Images

Also, haze removal is performed over nighttime images with the proposed algorithm. The output results
are compared with the existing methods and presented below.

The Fig. 9 demonstrates the result for the night hazy image. We have examined our work on the datasets
used in [13] which consists of a variety of quality images of hazy night scenes. We compared our results with
the existing day and night time haze removal techniques. The excess glow of light objects due to the
saturation and colour distortion artifacts are reduced. It shows our method has a good performance
compared to other works.

Table 1: The quantitative comparison table for PSNR and SSIM

O-Haze
Dataset

He et al. [1] Fattal et al. [6] Cai et al. [16] Berman et al. [5] Ancuti et al. [14] Our result

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

1 15.64 0.82 13.24 0.73 13.01 0.58 14.09 0.76 17.27 0.75 16.42 0.76

6 16.68 0.74 15.16 0.73 15.32 0.59 17.11 0.77 15.76 0.68 16.23 0.78

10 16.62 0.78 16.42 0.75 15.02 0.71 14.48 0.72 14.49 0.73 16.74 0.77

19 15.69 0.81 13.87 0.79 16.27 0.72 16.80 0.82 14.63 0.78 17.15 0.80

20 16.49 0.61 15.62 0.62 13.92 0.50 15.89 0.72 18.01 0.78 16.86 0.77

21 16.78 0.69 16.10 0.63 16.37 0.71 15.90 0.72 19.49 0.78 17.56 0.73

27 13.60 0.61 14.18 0.67 15.21 0.64 16.09 0.70 19.02 0.77 19.12 0.78

30 15.71 0.75 14.68 0.72 18.57 0.77 17.48 0.81 21.51 0.83 20.44 0.80

33 18.96 0.76 17.28 0.76 17.87 0.81 16.37 0.66 16.15 0.61 18.21 0.73

41 15.42 0.77 12.52 0.66 20.03 0.84 16.49 0.82 18.97 0.84 19.34 0.81

42 15.47 0.79 17.83 0.73 16.35 0.58 17.56 0.82 14.60 0.74 16.88 0.75

Avg 16.09 0.74 15.17 0.71 16.18 0.68 16.21 0.76 17.26 0.76 17.53 0.77
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4 Conclusions

To conclude that we have developed a novel technique to enhance both day and night images influenced
by haze. The experimental results show that the proposed algorithm effectively removes haze from images
and enhances brightness and visibility. During the night time, since the illumination originates from several
artificial sources which are different in colour and non-uniform intensity may lead to artifacts. The proposed
algorithm combines DCP and BCP along with MSR for radiance optimization and reduces excess smoothing
and artifacts that are present in existing methods. We evaluated the effectiveness of the proposed method
quantitatively using the metrics against existing techniques. The average value of the metrics of our result
is higher than the existing algorithms discussed above and hence we infer that our work is performing
better. In the future work, we will focus to eliminate artifacts with enhanced contrast and also reducing
the computation time.
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