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Abstract: Energy storage technologies are utilized for improving the primary fre-
quency control in complex electrical systems. In this paper, the modeling and
simulation of a two-area power system is done to evaluate and compare the
impact of three different energy storage applications on load frequency control
performance. Capacitive energy storage (CES), battery energy storage (BES),
and superconducting magnetic energy storage (SMES) are considered for the
study. On the basis of peak overshoot and settling time, the performance of these
energy storage devices is compared. The power system consists of thermal, wind,
and solar resources. All nonlinearities are incorporated in the system model. Both
conventional and artificial intelligence (AI) based controllers are tested for the
case study. The simulations are carried out under multiple operating conditions
and penetration levels of renewable sources. It is found that the primary frequency
response of the test system is improved in the presence of the storage facilities and
the neuro-fuzzy controller. The simulation results exhibit that the SMES displays
the best performance indices. The prime contribution of the paper is to investigate
and compare the response of the storage devices in a realistically modeled power
system with renewable resources using both conventional and AI controllers.

Keywords: Artificial intelligence; energy storage; frequency response; renewable
integration; system simulation

1 Introduction

For reliable and secure operation of electrical systems, a fast and appropriate load frequency control
(LFC) technique is desired [1]. The LFC matches the power generation with continuously varying
consumption [2]. It consists of three control approaches, namely inertial response (IR), primary control,
and secondary control based on the reaction time [3]. The IR is the fastest and inherently a part of the
system inertia. It occurs due to the physical phenomenon of stored kinetic energy in the rotating parts of
electric motors and synchronous generators. Whenever any real power unbalance occurs, the system’s
immediate response is to release this energy to arrest the change in frequency. The primary and secondary
controls are provided by the turbine governor and a supplementary controller, respectively [4].
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The response of the system gets affected due to the rising penetration of renewable energy resources
(RES) [5]. A high RES level results in lowering mechanical inertia since the RES are characterized by
significant up or down ramps [6]. A low inertia power system suffers from the high rate of frequency
change in case of real power mismatch [7].

Many technologies are available to meet the additional flexibility requirements in LFC, like installing
fast-start gas turbines, providing control mechanisms such as flywheels, demand-side flexibility, and
deploying energy storage system (ESS) [3,8]. Among these, the ESS is able to support the primary
response effectively by storing and releasing the energy as per the requirements [9,10]. The ESS may also
help in stand-alone peak load reduction and provide voltage support [11]. The storage systems are
categorized as electrochemical, mechanical, electrical, and thermal storage depending on their conversion
form, as shown in Fig. 1. The energy can be stored in the electrochemical form in battery energy storage
(BES). In capacitive energy storage (CES) devices, it can be stored in electrostatic form [12]. On the other
hand, the superconducting magnetic energy storage (SMES) stores the energy in the magnetic form [13].

The dynamic response of BES to sudden changes in the real power requirements has been observed
faster than uncoordinated control [14]. While the BES is high-energy and low-power density storage
media, the CES is just the opposite [15]. The CES is not suitable for large energy storage applications
due to its low energy density and high dielectric losses in the capacitor. However, a low rating CES can
be efficiently used for stabilizing the frequency [16]. The SMES is a self-commutated converter-based
storage facility that has control over both real and reactive powers. It is suitable for frequency regulation
due to its low discharge rate and fast action [17,18]. The discharge time of BES lasts several minutes,
while CES and SMES have a discharge time of a few seconds only.

From control perspective, the fixed gain controllers such as the proportional-integral (PI) or
proportional-integral-derivative (PID) have found usage for secondary control applications [3]. These
controllers are suitable for nominal operating conditions, but their performance may be inadequate under
sudden and large perturbations [19]. For optimal control, it is preferable to monitor the operational
conditions and update the controller parameters. Therefore, variable structure and state feedback
controllers have been developed for the frequency control applications [3]. However, these advanced
controllers are sensitive to non-linear system dynamics and parametric variations.

The adaptive controllers designed for LFC applications exhibit self-adjusting gain settings, but these
controllers require a perfect system model for their design [17]. The other type, robust controllers, also
require extensive and precise mathematical modeling [20]. The aartificial intelligence (AI) based
controllers have been reported that mitigate the effects of system uncertainties [21,22]. A fuzzy logic-
based PI controller (FLC) has been developed to overcome system nonlinearities and parametric
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limitations [23]. The genetic algorithm (GA) based fuzzy gain scheduling technique has also been designed
[24]. It has been observed that a non-linear type-2 FLC provides an improved control response [23,25]. In
contrast to an FLC, learning is an essential ability of artificial neural network (ANN) controllers [26].
However, ANN controllers are flexible yet challenging to be trained effectively. As a result, adaptive
network-based fuzzy inference system (ANFIS) controllers that leverage the strengths of both FLC and
ANN have been developed [27].

In a two-area power system case study, the ANFIS controller outperformed the PI controller in steady-
state performance [28]. An improved dynamic performance from the ANFIS controller has also been
observed compared to ANN and FLC controllers in a three-area power system having thermal and hydro
plants [29]. The LFC response in the presence of storage technologies has been examined in some
papers. A two-area system with CES was analyzed but without the participation of renewable resources
[15]. A two-area system has been studied using CES without any nonlinearity and RES involvement [16].
While simulating a two-area system with SMES, the authors noticed enhanced primary frequency
response characteristics [17]. The authors observed significant improvement in frequency deviations in
the presence of Redox Flow Batteries (RFB) and SMES [30]. However, in most of the papers, the
nonlinearities of real-time power system have not been considered. In another study of ESS, only one
non-linearity, governor dead band (GDB), has been included, but the RES participation has not been
considered [8]. The benefits of different types of storage devices for the LFC problem in a micro-grid
have also been explored [9]. It has been observed that the ANFIS exhibits a better transient response than
the other controllers when accompanied by SMES units [31].

A review of the above literature pertaining to the LFC area shows that the ANFIS controllers have not
been analyzed adequately when different storage devices are connected in the system [31]. Moreover, most of
the ESS control applications using fuzzy controllers have been limited to only micro-grids [9–11,32]. The
modeling of system nonlinearities, like generation rate constraint (GRC), GDB, boiler dynamics (BD),
and communication delays (CD), has not been considered while simulating the response of storage
devices [19,25,26]. Therefore, the main contribution and focus of this paper are to verify and compare the
performance of the different storage devices, i.e., BES, CES, and SMES, using conventional and ANFIS
controllers with complete modeling of system nonlinearities. In addition to this, the performance has been
investigated in the presence of RES, which makes the mitigation of frequency deviations more challenging.

The paper is structured as follows: the modeling of two-area power systems, BES, CES, and SMES, is
given in Section 2. The proposed ANFIS controller’s design process is presented in Section 3. The outcomes
of the simulation are compared and analyzed in Section 4. The last section is the conclusion.

2 Problem Formulation

Technically, LFC minimizes an area control error (ACE) known as an index of frequency statistics. The
schematic diagram of two area thermal power system is shown in Fig. 2. Here frequency deviation (Δf) is an
error signal in each area, and tie-line power deviation (ΔPTie) is an error signal between two areas. Both Δf
and ΔPTie are amplified, mixed and transformed into real power command signal to control the steam input
through a valve control mechanism.

The ACE consists of system frequency deviations and tie-line power exchanges in interconnected areas.
It is computed in a control center after every few seconds (2 to 6 s), and new set points are communicated to
the generators dedicated for automatic generation control (AGC). The tie-line bias control strategy has the
following ACE Eqs. for the two areas [5,6]:

ACE1 ¼ DPTie;12 þ Bf 1 � Df1 (1)

ACE2 ¼ DPTie;12 þ Bf 2 � Df2 (2)
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and

AGCj ¼ KIj

Z
ACEj:dt þ KPj � ACEj (3)

where j is the index for an area, ΔPTie is the distinction between the actual and standard interchange, Δf is the
deviation between measured and scheduled frequency, Bf is the frequency bias setting, and Ki and KP are the
integral and proportional gains of a PI controller, respectively. These gains are tuned to adjust the controller’s
response in an area j. The ACE signal is formulated by the regulator and communicated to a supplementary
controller. This controller then generates the control signal representing each generating unit’s contribution to
the total generation.

2.1 Power System Description

The transfer function model of the power system is shown in Fig. 3. This system consists of thermal,
wind, and solar energy resources. The integration of the fluctuating renewable generation units is done
using time-series datasets having one-second resolution [6,19]. The proportion of these resources can be
changed by selecting the installed capacity of that area. Various nonlinearities have been considered in
the model, which includes GRC at 0.1 p.u. MW/min or 0.0017 p.u. MW/s, GDB (with 0.06% backlash),
BD (3%/min), and CD of about 2 s [19]. The tie-line is modeled using a multiplying factor 2πT12 and an
integrator. T12 is the synchronizing torque coefficient. The power deviations in the two areas, ΔPL1 and
ΔPL2 are the two inputs. The load generation relationship in the two areas is represented by Eqs. (4) and
(5) as follows:

DPM1ðtÞ � DPL1ðtÞ � DPWIND � DPSOLAR � DPStorage 1 ¼ 2H
d: f1ðtÞ

dt
þ D:Df1ðtÞ (4)

DPM2ðtÞ � DPL2ðtÞ ¼ 2H
d: f2ðtÞ

dt
þ D:Df2ðtÞ (5)

A detailed explanation of these symbols is given in the previous study [19].

Figure 2: The schematic diagram of two area power system
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The ESS has been integrated using a transfer function approach. The ESS can be sourced with two
different signals, i.e., Δf and ACE. Here, Δf is a slight change in frequency concerning the reference
frequency. Each ACE term incorporates a frequency biasing factor (B) that constitutes the frequency-
sensitive component of the load (D) and governor speed droop (R).

B ¼ Dþ 1

R
(6)

The parameter B increases with an increase in system load and vice-versa. Δf is affected by system
loading. Since ACE is a function of Δf, either ACE or Δf can be chosen for feeding the ESS through a
selector switch. In the proposed model, ESS of AREA 1 is fed by the frequency deviation signal (Δf1).

2.2 Modeling of Energy Storage Systems (ESS)

The modeling of various ESS devices is discussed in this sub-section. An overview of the parameters
related to the ESS units has been provided [12,15].

2.2.1 Capacitor Energy Storage (CES)
The supercapacitors utilize two oppositely charged metal plates separated by a dielectric material to store

electrostatic field energy [33]. The energy (EN) stored in an ideal capacitor of capacitance C at voltage E is
given in Eq. (7) [34]:

EN ¼ 0:5CE2 (7)

The energy increases as the square of the applied voltage (E). This voltage is constrained by the
breakdown strength of the dielectric material. When charged at a constant current (I), the voltage (E) of
an ideal capacitor rises linearly with time. When charged at constant power (P), the energy (EN) rises
linearly with time. In order to prevent discontinuous control during disturbances, the capacitor voltage Ed

is maintained within lower and upper limits given in Eqs. (8)–(11).

1

2
CEdmax � 1

2
CEd0 ¼ 1

2
CEd0 � 1

2
CEdmin (8)

Ed0 ¼ ðE2
dmax þ E2

dminÞ
1
2

2
(9)

Figure 3: A two-area power system that incorporates renewable resources and storage units
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The limits can be considered as:

Edmax ¼ 1:38Ed0 (10)

Edmin ¼ 0:30Ed0 (11)

After a disturbance, Ed must quickly return to its initial value Ed0. The time frame to return to its initial
value depends upon the energy supplied or absorbed by the CES unit. In this work, a storage capacity of
38 MJ has been considered, capable of supplying MWh for a few seconds. After the initial power
disturbance, the CES unit is ready to work for subsequent interferences.

The model of the CES system is made up of a series of combinations of an inductor, a resistor, and a
capacitor, as in Fig. 4. This circuit can be represented as a first-order transfer function [15,16]. The Δf is
used as an input signal to lower the steady-state error and control the power output. The CES control
loop utilizes voltage deviation of the capacitor (ΔEd) as negative feedback [34]. The deviated voltage and
current of the capacitor are given in Eqs. (12) and (13). ΔPCES is the power released by the CES during
load changes.

DEd ¼ 1

sC þ 1

R

2
64

3
75DId (12)

DId ¼ 1

1þ sTDC
½Df :KCES � KVD:DEd� (13)

DPCES ¼ ðEd0 þ DEdÞDId (14)

The variations in ΔEd, ΔId and ΔPCES during sudden fall in load demand are shown in Fig. 5. A sudden
load drop will lead to a positive change in Δf. It can be observed that the response of all the signals is
continuous. The capacitor voltage starts rising exponentially towards its final value to absorb the surplus
energy of the system. As load demand stabilizes, the capacitor voltage attains its final value. The opposite
response is observed for an unexpected increase in load demand.

2.2.2 Battery Energy Storage (BES)
A battery in combination with a fast-reacting inverter can provide a fast-active control in the form of

high short circuit power. The response time is between 0.5 and 1 s [11,14]. The representation of BES is
shown in Fig. 6 [35,36]. There are two inputs (Δf and Et) and one output (ΔPBES) in this model. ΔIbes is
the actual current generated in the circuit (Eq. (15)) and I0bes is the reference value for Ibes.

Figure 4: CES block diagram in MATLAB SIMULINK
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DIbes ¼ DEbt � DEb � DEboc

rbs þ rbp
(15)

The equivalent battery’s open terminal voltage is calculated in Eq. (16):

Ebt ¼ 3
ffiffiffi
6

p

p
Etðcosao1 � cosao1Þ �

6

p
Xco Ibes (16)

Active power (Pbes) and reactive power (Qbes) are given in Eqs. (17) and (18):

Pbes ¼ 3
ffiffiffi
6

p

p
Et Ibes ðcosao1 � cosao1Þ (17)

Qbes ¼ 3
ffiffiffi
6

p

p
Et Ibes ðsinao1 � sinao1Þ (18)
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Figure 5: Response of CES to a unit disturbance

Figure 6: BES block diagram in MATLAB SIMULINK
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For active source P-modulation, ao1 ¼ �ao2 ¼ ao. So, Pbes and Qbes become as given in Eqs. (19) and
(20):

Pbes ¼ 3
ffiffiffi
6

p

p
Et Ibes (19)

Qbes ¼ 0 (20)

Since, Qbes is zero, the BES is a source of active power only which helps in absorbing the dynamic
power deviations. The response of BES to a significant shift in the Δf signal is shown in Fig. 7. It is clear
that as compared to the reaction of CES, the BES offers faster response.

2.2.3 Superconducting Magnetic Energy Storage (SMES)
The SMES system is made up of a superconducting coil, a power conditioning system (PCS), and a

refrigerator [17]. Energy is stored in the coil in the form of a magnetic field, and the coil temperature is
maintained below its superconducting critical temperature (−200°C to −300°C) [25,26]. The PCS consists
of an inverter and a rectifier unit, and its purpose is to provide a direct current source to the coil. Once
the coil is charged, its current does not decay, and the coil can hold the magnetic energy for an extremely
long time-period. Whenever required, the coil can discharge its energy to the network. In each direction
of power flow, there is a loss of 2%–3% of energy in the PCS.

With the help of a self-commutated converter, the SMES controls both the active and reactive power
simultaneously. The SMES model in this work has a storage capacity of 38 MJ that is capable of
supplying MWh for a few seconds. Similar to CES and BES, the error signal, i.e., Δf is fed to the SMES
to reduce steady-state error and to adjust the power of SMES as depicted in Fig. 8. Due to the governor
control action, the power system is settled for a new equilibrium point. During this period, the energy of
the SMES coil returns to its nominal value. Eqs. (21)–(23) are the equations of voltage and current
deviation of the SMES.

DEd ¼ 1

1þ sTDC
½Df :KF � DId0:KID� (21)
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Figure 7: Response of BES to a unit disturbance
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DId0 ¼ DEd:
1

Ls
(22)

Thus, the power delivered by the SMES unit is:

DPSMES ¼ DEd½Id0 þ DId0� (23)

The current deviation in the coil is fed back in the SMES control loop to obtain fast recovery of both
current and energy levels. The response of SMES to a significant shift in the Δf signal is depicted in
Fig. 9. During a sudden fall in system load demand, the voltage change happens at a breakneck speed
while the build-up in current and power occurs exponentially.

Figure 8: SMES block diagram in MATLAB SIMULINK
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3 Description of ANFIS Controller

The primary function of the ANFIS controller is to produce a control signal that keeps system frequency
and tie-line interchange power within permissible limits [37,38]. The control signal is generated based on the
two inputs: (i) frequency error (ACE(t)) and (ii) change in frequency error (ΔACE(t)). The flowchart for
designing the ANFIS controller is shown in Fig. 10.

Each input and output signal has been fuzzified using three gaussian membership functions (MF). The
MF parameters are computed or adjusted based on a gradient vector. Takagi sugeno kang (TSK) type fuzzy
inference system (FIS) has been used to model the input-output data for a given set of MF parameters. Once
the gradient vector is calculated, a hybrid of least squares estimation (LSE) and back-propagation (BP)
algorithm are applied to assess the weights. The root mean square error (RMSE) has been considered as
the error criterion. The following steps are adopted for training the ANFIS controller [38,39]:

a) Draw the model of the two-area power system using a PI controller.

b) Generate the training data consisting of inputs and output pairs using an optimally tuned PI
controller. The Bode plot technique is applied for tuning the PI controller [19]. The PI controller
parameters (Kp and Ki) have been adjusted for a minimum phase and gain margins of 76° and
0.85, respectively. In these settings, the performance of the system remains stable for minor
disturbances [17]. The training data must be reflective of the plant’s behavior for different
dynamic conditions. Therefore, the test system has been subjected to step load alterations varying
from 0.005 to 0.04 p.u. To generate a diversified dataset, each wind and solar generation level has
been varied from 3% to 6%. The ANFIS parameters for training are given in Tab. 1.

c) Use “anfisedit” to create the .fis file.
d) Load the training data in the model and create the FIS structure.

Figure 10: Flowchart for ANFIS design
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e) The generated FIS has been trained for a fixed number of epochs. As displayed in Fig. 11, after
ten epochs, the network gets completely trained. The control surface of ANFIS after training, is
shown in Fig. 12.

4 Results and Discussion

The system response was studied under multiple scenarios by varying the step load size from 0.005 to
0.04 p.u. A series of simulations were carried out with the ANFIS and PI controllers for the power system, as
drawn in Fig. 3. Initially, the proportion of the RES in the installed capacity of AREA 1 is fixed at 6% from

Table 1: ANFIS parameters for network training

Sr. No. Parameter Value

1 Nodes in the network 35

2 Count of linear parameters 27

3 Count of non-linear parameters 12

4 Training data samples 40007

5 Number of fuzzy rules 9

Figure 11: Convergence of training error

Figure 12: Control surface of ANFIS
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the solar unit and 3% from the wind generation unit. The comparative sheets for the three system variables,
i.e., Δf1, Δf2, and ΔPtie have been prepared and are shown in Tabs. 2–7.

Table 2: MP and ts of Δf1 under renewable penetration of solar 3% and wind 6%

ΔPL Df1 PI ANFIS %
improvement

ANFIS +
CES

%
improvement

ANFIS +
BES

%
improvement

ANFIS +
SMES

%
improvement

0.005 MP 0.4282 0.4196 2.00 0.4195 2.03 0.4193 2.07 0.4190 2.14

0.02 MP 0.8621 0.8547 0.8 0.8419 2.34 0.8420 2.33 0.8282 3.93

0.04 MP 1.357 1.350 0.5 1.348 0.67 1.346 0.73 1.346 0.73

0.005 ts 30.120 17.220 42.82 16.53 45.11 16.53 45.11 16.53 45.11

0.02 ts 23.62 18.73 20.70 18.32 22.43 18.33 22.39 18.32 22.43

0.04 ts 22.31 18.59 16.67 18.50 17.07 18.38 17.61 18.37 17.67

Table 3: MP and ts of Δf2 under renewable penetration of solar 3% and wind 6%

ΔPL Df2 PI ANFIS %
improvement

ANFIS +
CES

%
improvement

ANFIS +
BES

%
improvement

ANFIS +
SMES

%
improvement

0.005 MP 0.5417 0.5389 0.50 0.5384 0.60 0.5378 0.70 0.5378 0.70

0.02 MP 1.10 1.092 0.7 1.091 0.82 1.090 0.82 1.087 1.18

0.04 MP 1.740 1.720 1.14 1.704 2.06 1.700 2.29 1.700 2.29

0.005 ts 28.310 17.540 38.04 16.75 40.83 16.75 40.83 16.74 40.86

0.02 ts 24.35 23.32 4.22 20.01 17.82 20.00 17.86 19.85 18.48

0.04 ts 21.22 19.09 10.03 18.97 10.60 18.92 10.83 18.90 10.93

Table 4: MP and ts of ΔPTie under renewable penetration of solar 3% and wind 6%

ΔPL DPTie PI ANFIS %
improvement

ANFIS +
CES

%
improvement

ANFIS +
BES

%
improvement

ANFIS +
SMES

%
improvement

0.005 MP 0.1204 0.1200 0.30 0.1202 0.10 0.1202 0.10 0.1201 0.25

0.02 MP 0.2440 0.2292 6.06 0.2291 6.10 0.2292 6.06 0.2284 6.39

0.04 MP 0.3955 0.3941 0.27 0.3938 0.42 0.3926 0.73 0.3922 0.83

0.005 ts 34.430 20.440 40.63 18.75 45.54 18.77 45.48 18.33 46.76

0.02 ts 30.68 26.90 12.32 22.30 27.31 22.02 28.22 22.01 28.25

0.04 ts 30.12 255.82 14.27 25.76 14.47 25.56 15.13 25.26 16.13

Table 5: MP and ts of Δf1 under renewable penetration of solar 6% and wind 3%

ΔPL Df1 PI ANFIS %
improvement

ANFIS +
CES

%
improvement

ANFIS +
BES

%
improvement

ANFIS +
SMES

%
improvement

0.01 MP 0.4391 0.4256 03.07 0.4245 3.32 0.4245 3.32 0.4239 3.46

0.03 MP 1.1156 1.1156 0 1.1154 0.02 1.1154 0.02 1.1152 0.03

0.01 ts 28.71 18.20 36.60 18.20 36.60 18.22 36.53 18.20 36.60

0.03 ts 25.62 18.69 27.04 18.77 26.73 18.32 28.33 18.30 28.57
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The effect of a storage unit on Δf1 and Δf2 was observed when a step load change happened. The
variation in Δf1 for different controllers and the ESS units are shown in Fig. 13. The significance of the
ANFIS controller is observed in the form of improvement in settling time (ts) and peak overshoot (MP).
The storage units can provide active power in a short duration of time which helps to improve primary
control. By introducing storage devices, the overall spike in frequency error is limited. From Fig. 13, it is
clear that the operational performance of each ESS unit is different. Among the three ESS, the dynamic
and steady-state performance of the SMES is best since it reduces both the MP and ts more as compared
to the other storage units. On the other hand, the CES has the least effect on the performance in both
transient and steady-state conditions. The response of the BES to step load change is slightly better than
the CES.

A shift in the load demand in AREA 1 affects the dynamic performance of the system frequency in the
same area as well as in the connected AREA 2. As shown in Fig. 14, Δf2, the frequency error of AREA 2 has
similarly improved results. It takes approximately 30 s to reach the zero steady-state error when only the PI

Table 6: MP and ts of Δf2 under renewable penetration of solar 6% and wind 3%

ΔPL Df2 PI ANFIS %
improvement

ANFIS +
CES

%
improvement

ANFIS +
BES

%
improvement

ANFIS +
SMES

%
improvement

0.01 MP .4882 0.4713 03.46 0.4705 3.62 0.4702 3.68 0.4692 3.89

0.03 MP 1.321 1.231 6.81 1.230 6.88 1.227 7.11 1.227 7.11

0.01 ts 29.23 19.36 33.76 19.32 33.90 19.32 33.90 19.27 34.07

0.03 ts 26.37 19.65 25.48 18.97 28.06 18.92 28.25 18.30 30.60

Table 7: MP and ts of ΔPTie under renewable penetration of solar 6% and wind 3%

ΔPL DPTie PI ANFIS %
improvement

ANFIS +
CES

%
improvement

ANFIS +
BES

%
improvement

ANFIS +
SMES

%
improvement

0.01 MP .1123 0.0893 20.48 0.0891 20.65 0.0891 20.65 0.0889 20.83

0.03 MP 0.3082 0.3056 0.84 0.3050 1.03 0.2029 1.71 0.3022 1.94

0.01 ts 35.13 22.03 37.29 20.50 41.64 20.50 41.64 21.32 39.31

0.03 ts 26.82 22.44 16.33 23.41 12.71 22.25 17.03 22.20 17.22
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Figure 13: Dynamic performance of Δf1 (At ΔPL = 0.005 p.u.)

IASC, 2022, vol.34, no.2 797



controller is deployed. On the other hand, the ANFIS with SMES unit gives a zero steady-state error after 10 s
only. In a nutshell, the combination of ANFIS and ESS units reduces this settling time between 10 and 15 s. The
BES and CES also reduce the unwanted overshoot from the frequency oscillations; however, there is a lesser
improvement than the SMES. The tie-line power deviation, ΔPTie is shown in Fig. 15.

The performance statistics of different combinations of controllers and storage techniques are given in
Tabs. 2–7. From Tab. 2, it is inferred that the peak overshoot increases with the increase in load perturbation
level (ΔPL), but the settling time remains almost the same. The ts in the case of ANFIS is lesser than that in
the case of PI controller. The BES and CES show a slight improvement in MP irrespective of the size of the
disturbance. The improvement inMP in the case of SMES is moderate. Each storage unit has almost the same
level of enrichment in steady-state performance. Overall, the SMES has a better dynamic and steady-state
response. In Tab. 3, it is seen that as the step size ΔPL increases, the MP of Δf2 increases. In each case of
load change, the improvement in MP using ANFIS is better than that of PI. When storage devices are
connected, with the increase in ΔPL, even though the MP increases, the increment is less as compared to
a controller-only case. However, a significant improvement appears in the steady-state response in the
presence of energy storage devices. Among all the storage units, SMES has a better dynamic and steady-
state performance. When analyzing the behavior of ΔPTie under different control strategies, a significant
improvement in ts is observed, but improvement in MP is small. It is illustrated in Tabs. 2–4, the storage
units improve the transient and steady-state behavior of both Δf1 & Δf2, whereas for ΔPTie improvement
takes place only in the steady-state.

0 5 10 15 20 25 30
Time (s)

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

PI
ANFIS
ANFIS+CES
ANFIS+BES
ANFIS+SMES

Figure 14: Dynamic performance of Δf2 (At ΔPL = 0.01 p.u.)
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Figure 15: Dynamic performance of ΔPTie(ΔPL = 0.01 p.u.)
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The behavior ofΔf1,Δf2 andΔPTie is given in Tabs. 5–7 when the renewable penetration level is reversed (6%
for solar and 3% for wind). The simulations have been carried out for the two levels of load change ΔPL: one is
0.01 p.u. as the lower level of disturbance, and the other is 0.03 p.u. as the higher disturbance level. In Tabs. 5 and
6, theMP improves significantly for the lower level of disturbance, while a slight improvement is observed with a
higher level of disturbance. The percentage improvement in ts also decreases for the larger disturbance. For ΔPTie,
as ΔPL increases the substantial improvement appears in MP. However, there is a decline in percentage
improvement as the load change increases. While focusing on ts, a significant improvement has been observed
in all the cases. Among all, the SMES provides the most considerable enrichment.

To further assess the performance, the load perturbation level was set at 6% (0.06 p.u.), and the
proportion of both solar and wind was set at 5%. The variation in Δf1 for different ESS under these
conditions is depicted in Figs. 16–18.

It is clear that in the PI controller case, the frequency deviations are substantial. The variation in
frequency decreases with the use of ANFIS. The deviation can be further reduced by introducing the ESS
units. However, the ANFIS controller with SMES delivers the best results compared to the others, as
presented in Fig. 17. The behavior of the BES unit with PI and ANFIS controllers has been presented in
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Figure 16: Variation in Δf1 for CES
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Figure 17: Variation in Δf1 for SMES
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Fig. 18. It can be observed that the combination of intelligent controller and storage unit reduces the
frequency regulations.

The proposed system’s performance comparison with other literature studies is presented in Tab. 8. In
most of the studies, it can be observed that renewable penetration has not been included. A power system
having RES has more inadvertent oscillations due to the fluctuating nature of the RES [19]. Moreover, if
system nonlinearities are also modeled, even a minor disturbance may cause long-lasting fluctuations in
Δf1, Δf2 and ΔPtie. Though the storage units help in improving the oscillatory response, the penetration of
intermittent renewable resources could not be handled by the storage units alone. The results of the
ANFIS controller in terms of MP and ts are better as compared to PI controller. The performance of the
ANFIS controller along with the SMES storage unit is better as compared to other storage devices, in
terms of MP. In terms of ts, the performance of the ANFIS controller is in the range of 15 to 20 s,
whereas the PI has a larger settling time ranging from 25 to 35 s.
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Figure 18: Variation in Δf1 for BES

Table 8: Performance comparison of proposed work with the previous studies

Ref System

model

Nonlinearities RES

integration

Controller Tuning

method

Storage

unit

MP ts

[8] Two area GDB NIL Integral OHS RFB 0.521 to

0.712

20 to 25 s

[10] Two area NIL NIL PI ACS RFB 0.251 to

0.452

05 to 10 s

[15] Two area GDB, BD &

GRC

NIL Integral Lyapunov CES 0.042 to

0.065

30 to 35 s

[17] Two area GDB & BD NIL Integral Lyapunov SMES 0.016 to

0.043

20 to 30 s

[21] Two area GDB, BD &

GRC

NIL Fuzzy based

PID

MTS SMES 0.015 to

0.061

10 to 15 s

[23] Two area GDB & GRC NIL Type 2 fuzzy COA NIL 0.340 to

0.963

25 to 30 s

(Continued)

800 IASC, 2022, vol.34, no.2



The analysis demonstrates that the ANFIS controller with SMES dampens power system oscillations
better than a PI controller. The response is better for both the frequency and tie-line power deviations.
The performance of the SMES is better as compared to BES and CES. Using SMES, ts reduces
significantly, whereas a moderate reduction in peak overshoot of frequency deviation is observed.

5 Conclusion

In this paper, the performance of an ANFIS-based load frequency controller for a two-area power system
has been investigated in the presence of renewable resources and storage units. All nonlinearities were taken
into account while modeling the two-area system. Different storage technologies such as BES, CES, and
SMES have been compared. The power network was analyzed with a broad range of variations in step
load change and multiple levels of intermittent solar and wind generation. The PI-controlled system’s
generated training data was then used to train the proposed ANFIS controller with and without storage
units. The proposed controller performance was validated using two indices: peak overshoot and settling
time. It was found that the energy storage units provided enrichment in the LFC performance over a
conventional controller. The penetration of intermittent renewable resources could not be handled by the
storage unit alone. Still, the combined performance of the ANFIS controller and storage unit is more

Table 8 (continued)

Ref System

model

Nonlinearities RES

integration

Controller Tuning

method

Storage

unit

MP ts

[26] Four area NIL NIL ANN NIL SMES 0.025 to

0.035

30 to 40 s

[30] Two area NIL NIL PI ACS RFB 0.063 to

0.121

15 to 30 s

NIL NIL PI ACS SMES 0.072 to

0.153

15 to 25 s

Proposed work with two area power

system model having all

nonlinearities, i.e., GDB, BD, GRC,

and CD

NIL PI Bode Plot PI 0.023 to

0.036

05 to 10 s

Solar & wind PI 0.750 to

0.980

40 to 50 s

BES 0.450 to

0.841

25 to 35 s

CES 0.445 to

0.835

25 to 35 s

SMES 0.440 to

0.830

25 to 35 s

ANFIS Hybrid

Learning

BES 0.419 to

0.842

15 to 20 s

CES 0.419 to

0.842

15 to 20 s

SMES 0.414 to

0.820

15 to 20 s
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effective. However, in the presence of storage units, the reduction in settling time is significant compared to
the reduction in peak overshoot. Within the storage units, the best performance was obtained with the help of
the SMES unit. The validation of the proposed work in a real-time laboratory, such as OPAL-RT, can be a part
of future research work. The present work can also be extended for a significant penetration of renewable
resources using a discrete controller.
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