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Abstract: At a grocery store, product supply management is critical to its employ-
ee's ability to operate productively. To find the right time for updating the item in
terms of design/replenishment, real-time data on item availability are required. As
a result, the item is consistently accessible on the rack when the client requires it.
This study focuses on product display management at a grocery store to determine
a particular product and its quantity on the shelves. Deep Learning (DL) is used to
determine and identify every item and the store's supervisor compares all identi-
fied items with a preconfigured item planning that was done by him earlier. The
approach is made in II-phases. Product detection, followed by product recogni-
tion. For product detection, we have used You Only Look Once Version 5
(YOLOVS), and for product recognition, we have used both the shape and size
features along with the color feature to reduce the false product detection. Experi-
mental results were carried out using the SKU-110 K data set. The analyses show
that the proposed approach has improved accuracy, precision, and recall. For pro-
duct recognition, the inclusion of color feature enables the reduction of error date.
It is helpful to distinguish between identical logo which has different colors. We
can achieve the accuracy percentage for feature level as 75 and score level as 81.

Keywords: Deep learning; product recognition;, YOLOVS; accuracy; grocery
store; precision; recall

1 Introduction

In the retail industry, such as grocery shops and departmental stores, to improve the business process, it
is necessary to enhance the shopping experience of customers and automate the process. Earlier, Barcode
Recognition was probably the most widely utilized technology in retail. It simplified product
administration and enabled self-checkout. A barcode on a product placed in any arbitrary position may
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slow down the purchasing process and give a hectic shopping experience. Furthermore, it does not address
supermarkets requiring large human labor to manage inventory and goods. However, current advancements
in Artificial Intelligence (Al) and Machine Learning (ML) have made it possible to overcome those issues
and improve the entire retail industry. Many visual data have been captured to numerous technological
devices fixed in nearly every shop (e.g., Closed-Circuit TeleVision (CCTV) cameras). As a result,
Computer Vision (CV) has become a hot topic in the retail industry. Modern image detection techniques
that can be used to detect individual objects on shelves and identification algorithms that can be used to
classify the identified object have gained much attention.

Human labour is used to handle the goods on racks, shelves, and counters in many grocery stores. Staff
manually check product availability, calculate balances, and compare the location using specifications; the
entire process proves costly, and there's a good chance of making mistakes. A crucial part of the display
is that if products are not correctly displayed, they may result in a drop in sales. To increase the sale of
the products, many manufactures make arrangements in the stores by themselves with an attractive
display. Every merchandiser wants their product to display in a central place/the place where every
customer pays their attention. And, because there are many manufacturers, the competition for the
greatest shelf space begins.

Checking the display is also required to ensure the correct display of the products. The process has
recently been simplified and automated; locating the products is tedious in automating these processes.
Image Recognition (IR) does the part of recognizing a given product and classifying the product into one
of the categories. IR evaluates the patterns of the image by considering how the pixels are present in the
image. For example, the scanners take the input and find the text present in the given input and convert it
into an image file. This is referred to as Optical Character Recognition, and it involves computers to
detect images by using Neural Networks (NN). As of now, it is simple to make the computer recognize
an image, and the challenging/more complex thing for the computer is to recognize the multiple features
in an image. Scanning a Quick Response (QR) code, for example, is a simple operation, but IR focuses
on the more difficult task. The researchers must give a large number of sample images as input to the
computers in order to communicate and then categorize them into specified categories.

Customers are getting increasing alerts. To ensure the customers with a happy experience and satisfy
their increasing expectations, it is vibrant to maintain the latest trends and approaches. At the store's
shelves, customers make serious purchasing choices. Shelf identification using CV digitalizes shop orders
and is crucial for Al to capture essential consumer data. Deep Neural Network is used to detect things
within images of shelves and classify them by category, brand, and item. Automation using image
processing will reduce the workload, errors and risk accompanied by human-assisted configurations. It is
necessary to adapt these techniques for a merchandiser to give a fulfilled customer experience.

In ML, there are two approaches supervised and unsupervised learning. In DL, most of the image
processing algorithms are supervised learning algorithms where it is necessary to tag many training data.
Humans are usually employed in gathering this data on the backend, which takes up their time that could
be spent on something more useful. The computers are manually imparted with the knowledge of
scanning the label to recognize the product category. This is called supervised learning. Unsupervised
learning is the solution obtained without human interference. Researchers are working hard to solve this
challenge and are involved in decision making. Fast and effective transfer learning, semi-supervised
learning, and one-shot learning are becoming increasingly popular.

In this paper, we propose a two-stage pipeline model to handle product recognition. To extract region
suggestions enclosing specific objects from a shelf image, we should first perform product identification.
This stage relies on a You Only Look Once Version 5 (YOLOVS5) that has been trained to locate products
objects from the retail images. We provide two approaches for product recognition. We use a Naive



TASC, 2022, vol.34, no.2 1233

Bayes (NB) similarity search to compare a global descriptor computed on the extracted region corresponding
to a database of similar descriptors computed on the product database's reference images. Further, we use the
reference images to train Fisher Vectors (FV) and Dirichlet to learn an image's color vocabulary ‘V.” and the
shape and size Vocabulary ‘V,’. Eventually, the pruning of false detections and the improvement of
disambiguation between products that appear to be identical are enabled.

The paper is organized as follows: Section 2 presents the relevant works pertained to the scope of this
research area, the proposed methodology is presented in Section 3, and Section 4 presents the experimental
results. The paper is then concluded in Section 5.

2 Related Works

The research community has analyzed the generic problem of object detection and submitted several
solutions in their work [1]. Although a general-purpose object recognition algorithm is reliable, the
enormous diversity that defines real things makes the finding of a generic approach extremely
challenging; of course, item representation can enhance specific-domain features. For example, the
research community has put more effort into the detection of face algorithms study, and hence fruitful
results are offered [2], yet the problem remains a threat in the circumstances beyond our control.

Some articles in the literature have addressed the subject of detecting on-the-shelf products. A
recognition method for mobile devices is provided in [3], with a specific application design focus, and
merely a few recognition problems are discussed. The challenge of product class recognition is
investigated here; [4]. The issue started in earlier publications differs from those addressed in this
research because the classes given in the proposed work correspond to actual items rather than macro-
categories of products. The authors gathered a database of records (name of database: grocery products)
to categorize products into a wide range of categories, for instance, Food/Biscuits, Food/Bakery, and so
on; every class is with distinct products, and each product is with a single training image.

The difficulties in recognition of the pictures of retail products in the supermarket shelves pictures is
studied by [5]. To isolate an objects specific class (e.g., paper with cigarette packages), an extemporary
classifier of cascade skilled with characteristics of Histogram Of Gradients (HOG) is employed first,
followed by Scale Invariant Feature Transform (SIFT) features to identify the exact product. Information
on the shelf structure context is utilized to recognize at a specific limit; such statements, which can be
carried out for certain products classes, are generally invalid since various items have diverse designs in
the store, and the shelves cannot consistently be recognized.

At last, the issue of item identification and detection in existent situations, beginning from “in vitro”
tutoring photos, is referred to addressed in [6], which is very similar to our work. Different feature
extraction methodologies, such as histograms of color, SIFT, and Haar features (Edge, Line, and Four-
rectangle), are related to detection and identification accuracy. Aside from this fascinating evaluation, the
paper is significant because it presents the dataset of GroZi-120, a rare current benchmark for the
detection of an item in real-world scenarios. A record contains nearly 120 items from several classes, and
the suggested testing technique accurately distinguishes between training and test images, providing a
proven benchmark for comparing the performance [7]. Use the GroZi-120 dataset where the system of
ShelfScanner is deployed to assist visually challenged shoppers at supermarkets. By optical flow,
ShelfScanner uses video information to evaluate the items of concern in the inward frames effectively.
Specifically, a “mosaic” is gradually formed to identify regions that have previously appeared in earlier
frames from those that should be managed. For product detection, SURF characteristics and color
histograms are put together.
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Marder et al. 2015 [8] tackled the same problem of using a CV to evaluate planogram conformance.
Their method involves identifying and coordinating Speeded-Up Robust Features (SURF) and later
graphical and analytical disambiguation among the identical products. By a widely accessible dataset of
cereals and hair care items containers, the article states that 87.4% of the rate of the item is recognized,
even though precision values are not mentioned. Their collection consists of 240 photos containing
980 occurrences of 223 various goods, averaging 4 per image. The algorithm uses information about the
standard item organization through unique self-made guidelines, such as ‘conditioners are arranged right
to the shampoos’, to improve product recognition. Alternatively, we propose that these restrictions be
applied automatically by demonstrating the issue utilizing sub-graph isomorphism amongst the elements
which are detected as shown in the figure and the planogram. Their odd system, with contradictory,
requires primary classification of desired items into subclasses of visually comparable objects.

Frontoni et al. 2014 [9] describe systems for dealing with the planogram compliance challenge. These
papers outline systems that rely on substantial sensing devices/networks of cameras or robots that monitor
aisles as monitoring shelves. On the other hand, our solution would only require an ordinary gadget like a
tablet and a smartphone/Personal Computer (PC).

3 Proposed Methodology
3.1 Pre Processing

There will be a vast difference from one supermarket to another. The artificial lightings and sunlight
inside the supermarket may have an effect on the appearance of the products on the image in relation to
the position of the shelves. Furthermore, if the environment is dim, a camera flash may be required,
which captures a wide range of colors. An alternative issue arises from light reflection when the products
are wrapped in a cellophane/glass cabinet. Several filter methods, including Contrast Limited Adaptive
Histogram Equalization (CLAHE), smoothing, and sharpening, are used in the preprocessing stage. The
preprocessing stage minimizes image noise, resulting in a clearer image. In an excellent image, each
region has an evenly distributed value over the color range (0-255).

Fig. 1 describes the overall architecture of the proposed model. The shelf image is given as the input. The
model contains II phases. The first phase is product detection, which detects the various products present on the
shelves. This phase finds the presence of the objects on the shelves, followed by product recognition. In this
phase, the brand of the product is identified from the logo/texts present in the product. For example, if milk
packets are placed on the shelves, then during the product detection, it identifies the boxes by drawing a
bounding box over each of the products on the shelves. The product recognition phase identifies it as a
milk packet of a corresponding brand. The following steps are involved in the proposed model

Process Flow:

Step 1: Product Detection — YOLOVS is used to detect the products

Step 2: Product Recognition is done in the following steps for each product detected

Step 3: For the description of color, the color picker matches the color vocabulary of Naive Bayes (NB).
Step 4: The color encoding and improvement is made by Fisher Kernel Method (FKM)

Step 5: Find the BoW histogram for color features

Step 6: For shape and size description, Gaussian shift is used

Step 7: Dirichlet function enhances the given shape and size feature

Step 8: Find the BoW histogram

Step 9: Concatenate the final vector considering the feature's weights and the image's threshold for a
particular product.

Step 10: Based on the feature, identify the brand and update the count accordingly.
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Figure 1: Proposed product recognition pipeline architecture

3.2 Product Detection

YOLO-v5 uses a sophisticated Convolutional Neural Network (CNN) for real-time object detection. In
this algorithm, regions are derived by dividing the images, and the bounding boxes and every region
probabilities are calculated. These bounding boxes are weighed based on the estimated probabilities. The
method only needs a forward propagation to pass through the NN for the purpose of predictions so that it
“just looks once” at the image. After a non-max suppression, the outputs of the known objects are
obtained along with bounding boxes (which make sure that the object detection algorithm only
recognizes each object once).

We obtain the supermarket shelves structure before recognizing an object, rather than looking for a brand
logo anywhere on the image on the shelf. We use a top-down strategy rather than a bottom-up method at this
point. We take advantage of the shape similarity between classes in this case. Tobacco products are unique in
the sense that they feature the same warning pictures across brands, but there are numerous commonalities
throughout classes. Various beverage brands, for example, have comparable bottle forms.

We assume that the products will never rotate out of a plane and have a comparable ratio of aspects to
what we see on supermarket shelves. YOLOV5 has been used because of the resemblance.

The YOLOVS architecture was created conceptually and is provided via a GitHub repository with earlier
versions. As previously stated, Ultralystic enabled YOLOVS are based on the PyTorch framework (an open-
source ML library based on the Torch library), which is one among the most widely used in the Al
community. However, because this is just a prototype design, researchers can tweak it to get the
acceptable results for particular issues by layer addition, eliminating blocks, integrating new methods for
image processing, modifying methods of optimization or functions of activation, and so on.

In YOLO [10], the bounding box data are represented as [Class, Center, Width, Height]. The centre point
(Xcenter, R) can be computed through the minimum point (Xnin): Xcenter = Xmin T width? Y center = Y center T
height® [11]. Have not named the bounding boxes because there is a problem of single object detection.
However, because YOLO requires a label parameter, the bounding boxes must be labelled with the
classes’ names. Because all bounding boxes are in charge of detecting wheat, they are labelled ‘0’ as
because class numbers are zero-indexed (beginning at 0), the label ‘0’ symbolizes the wheat head.

Box coordinates must be regularized to a value between 0 and 1. As a result, X ,r and width are split
by picture width, while y..n.r and height are divided by image height. At this, the redundant parameters are
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eliminated. Each column of data now corresponds to the unique image id, class, Xcenters Y centers Width, and
height of the box bounded, respectively. Positive images contain items, while negative images are
photographs that do not contain objects. Negative photos must have labelled text files associated with
them for the YOLOvVS model to access them and use during training. These photographs have no
boundary boxes since they do not contain any objects.

We quickly receive the products’ bounding boxes on shelves due to the product detection module
executed on devices in real-time with low resources like smartphones. Figuring out the brand logo on
each item is done in the next phase. We present a technique for determining shelf limits besides product
and non-product segmentation of the image. This isn't a must-do, but it's a good idea. Counting and
estimating the number of shelves can be done once we identify the shelf boundaries. The Y-axis
histogram of the products’ projection is calculated to evaluate the distribution throughout the shelves. We
apply a Gaussian filter to the signal to remove the noise caused by false positives. The peaks on this
signal are automatically labelled as the location of products, and midpoints are labelled as a limit of shelves.

3.3 Product Recognition

The Bag-of-Words (BoW) technique is preferred for brand recognition using logo images within the
detected locations. The logo and the warning graphic are together present in the detected zone. Because
the warning component of the image is consistent throughout brands, let us classify the initial 40% of the
image starting from the topmost. In the same method, we only use the logo areas of the product photos
during the training phase. The product detection module does not guarantee accurate products framing.
It's possible that some of the logos won't be covered.

Furthermore, the shelf, the price tag, and other items can be partially ambiguous objects. As a result, the
usage of local descriptors frequency is a real-world method. The logo image can be represented with a
combination of shape and color information. One feature alone is sufficient to distinguish brands to some
extent. While two brands have strikingly similar shapes, their colors may vary, or vice versa. As a result,
combining color, shape, and size improves recognition results.

A set of d-dimensional vectors (one for each training image) is set as reference model TS = {TS;, TS,,
..., TSy} If f'is the feature vector related to a candidate r; = (w;, s;),

where w is the window and s is the score, and a model's similarity score TS; is calculated as following
Egs. (1)-(3):

score = (Sy X Sy X 8;)/SThr (1)

where:
s; is the pre-processing stage score obtained

sy represents the best match among f and 75:

sp(f, TS) = max sim(f, ts;) 2)

=lyn
S, considers the number of matches among f and TS:

M
S = % where M = {ts; € TS : sim(f, ts;) > s} 3)
where sim(f, ts;) depends on the representation of features, the threshold value sy, is specific to a product and
is based on a different validation set.
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For shape and size description, Gaussian shift features are used, and for color description, a color
chooser is used. We have sample histograms for every image: color, shape, and size.

3.3.1 Shape and Size Vocabulary

Latent Dirichlet Allocation (LDA) to BoW feature consisting of countable word histograms is assigned.
The feature transform is likewise handled as a kernel function [12]. Although the Gaussian kernel is
commonly used to represent feature vectors, some kernels are designed explicitly for histogram features,
such as the %* kernel and the intersection kernel. Despite this, the kernel functions invariably necessitate
kernel-based approaches, which are time-consuming to compute. As a result, the map of kernel features is
suggested in [13], and this problem is avoided by explicitly describing (additive) kernels.

Gaussian Shift Theorem

In the Gaussian Shift Theorem, in the random variable Z, constant ¢, and function F for a standard
Gaussian, we have the expectation, Eq. (4)

E(e?F(Z)) = & E(F(Z + ¢)) (4)
Given the decomposition of Z, = pZ; + /1 — p*Z, where Z is independent of Z;, Eq. (5)
E(Zie”) = E(z1e7 eV 177)

— Bz )E (V177

Latent Dirichlet Allocation

)

Let's take a glance at the words that make up the name of the LDA model before we step detail into it.
“Latent” refers to the model's discovery of “yet-to-be-found"/else “hidden” document's topic. ‘Dirichlet’
refers to the assumption of LDA that both the document's topic distribution and the topic's word
distribution belong to Dirichlet distributions. ‘A/location’ refers to the document's topics distribution.

LDA considers that documents are composed of words that aid to determine the subjects, and text is
mapped with a topic list by allocating every word to a different topic. The probability of a word w;
relating to subject 7} is represented by the value in each cell in the figure. The word and topic indices are
denoted by ‘” and ‘k’, respectively. It's worth noting that LDA does not consider the word sequence and
syntactic information. It considers documents to be nothing more than a word collection/BoW.

Finding the collection of words that reflect a specific topic is done either by selecting the top ‘7’
probabilities of Words/by setting a probability threshold and selecting probabilities of words that are more
than or equivalent to the threshold value after probabilities are estimated. For example, if we concentrate
on Topic-1 and choose the topmost four probabilities, assuming that the probabilities of the words not
listed in the table are <0.012, Topic-1 can be represented as follows using the ‘#’ top probabilities words
approach. If trees, mountains, rivers, and streams are represented by WORDg, WORD;, WORD,, and
WORD:;, then Topic-1 may be interpreted as “nature”.

The expected topics number in the documents is a significant input to LDA. If we set the expected topics
to 3 in the previous example, each document can be represented as mentioned below, Eq. (6)

D; = w, x Topic — 1 4+ w, x Topic — 2 + wj3; x Topic — 3 (6)

Topics 3 weights: Topic-1, Topic-2, and Topic-3 for a particular document are represented in the diagram
above. w;, represents the proportion of the words in the document that corresponds to Topic-1, wy, is the
proportion of the document's words that correspond to Topic-2, and it goes on.
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Algorithm For Shape And Size Feature Improvement Using Dirichlet

Step 1: The shape and size histogram features are regarded as probability mass functions

Step 2: Normalize the features using Hellinger normalization

Step 3: Induce the Dirichlet function to transform the histogram-based shape and size features
Step 4: send the shape and size features to the BoW Histogram

There are large number of Gaussian SIFT local descriptors where spatial grid points are densely
extracted in 4-pixel steps at three different (16, 24, and 32 pixels) scales. We use the clustering of the NB
algorithm to create 16,384 visual words from a million (transformed) Gaussian SIFT descriptors to select
from the training photos at random. In three layers of the spatial pyramid, a picture is partitioned into
sub-regions: 1 x 1, 2x2 and 3 x 1; The BoW features of the histogram are calculated for each sub-region
and, after that, it is integrated with vector image features.

3.3.2 Color Vocabulary

Color Picker: 2D f(x, y) matrix with M columns/N rows represents a digital image. The Hue, Saturation,
and Value (HSV) model is one of several images that process color models. This model detects an object of a
particular color and lowers outside light intensity. Six different hues such as brown, yellow, green, blue,
black, and white were used to carry out the tests.

Color Processing: Numerous color models are available in color picture processing. Red Green Blue
(RGB) model is extensively used in the monitor is a model which is used extensively. Three fragments of
components of a color are used for image representation in this paradigm. HSV model, which has three
components: hue, saturation, and value, is another model besides RGB. Hue can be defined as a measure
of the wavelength found in the dominant color being received via the sight, whereas Saturation is the
quantity of white light mixed in the hue.

The color space HSV is more instinctive than the color space RGB in terms of what people think about color.
The matching colors change from Red to Yellow, Green, Cyan, Blue, and then Magenta before going back to Red
as the hue (H) changes from 0 to 1.0. The related colors (Hues) convert from unsaturated (grey shades) to
completely saturated (without white component) as saturation(S) varies from the range 0 to 1.0. The related
colors are much brighter as the (V) value/brightness varies from 0 to 1.0. HSV's hue component lies in the 0°
to 360° angle range, all resting around on a hexagon, as seen in Fig. 2. The color has RGB values of (0.5, 0.5,
and 0.25); however it has HSV values of (30°, 3, 0.5). When a user wants to choose an interactive color,
HSV is the right option, and when compared to RGB, it is simple for a client in getting the desired color.

increasing hue
————————

blue magenta
(H=2/3) (H=5/6)

red
(H=0)

reen
(l—gl=1/3)

increasing ) .
saturation increasing
moves away value moves
from the axis toward

lighter

colors

black
(V=0)

Figure 2: HSV representation of color-image
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e HSV Distribution Process
Step 1-RGB TO HSV Conversion

We need to convert the image to HSV values for color isolation since HSV values are elementary to
work with. Hue specifies the desirous color, saturation determines color clarity, and value determines the
image's lightness in the HSV color representation. A moderate red color is specified by 0 on the wheel,
while blue color is specified by 240. Instead of 0 to 360, the hue is a series from O to 1.

Step 2-Apply A Threshold Mask

Multiple masks are required in color isolation; a color, saturation, and value mask with low and high
thresholds. A value of 1 is set to any pixel within these threshold limits and zero for the remaining pixels.
A mask that obtains every red hue in the color wheel is applied in the algorithm. K-means clustering is
time-consuming since it requires numerous iterations to acquire the desired color; color segmentation is used.

e Fisher Kernels On Visual Vocabularies

In Fisher kernels on visual vocabularies, visual word vocabularies are referred to in a Gaussian Mixture
Model (GMM). X = {x,, ¢t = 1...T} signifies the low-level feature vector set of an image, and A signifies the
parameter sets of the GMM.

A =
{wi, 1;, 3; A visual vocabulary word represents every Gaussian: Wi denotes the relative word i frequency,
i the word's mean, and i the mean — variance., i = 1...N}, where wi, ui and Xi represent the weight,

mean vector, and covariance matrix of Gaussian I and N is the number of Gaussians.

The Fisher kernel considers order statistics, namely 1% and 2™, when computing derivatives regarding
means and standard deviations. The BoV produces an N-dimensional histogram with the vocabulary of size
N, but the full gradient representation produces a vector of dimensionality (2D + 1) N — 1. This makes it
possible for image characterization with too high vectors of dimensionality, in spite of vocabularies of
only a few hundred words.

With Naive Bayes, we cluster values of 3D color picker acquired from the photos of training to create a
color vocabulary. Every cluster center in the vocabulary represents a visual word. The normalized
frequency histogram represents every image in V. dimensions after being provided with a set of V.
words that are visual. We practice a k-d tree structure to find the closest cluster center to assign a visual
word's color value later. The labels are found with the help of FV. The picture representation of the
Bag-of-Visual-words (BoV) in FV relies on visual vocabulary illustration in the intermediary. The
visual vocabulary in a generative method is a probability density function indicated by ‘p’ that
simulates the low-level descriptors’ image emission. GMsM is used to model the visual language, with
each Gaussian representing a visual word. The FV is a BoV representation extension. An image is
described by a vector of gradient created from a probabilistic generative model rather than the number
of repetitions of each visual word. The log-likelihood gradient describes the parameters’ contribution to
the process of generation.

GMM is used in the Fisher encoding to create a visual word dictionary. Consider a set of 2-D data
points as an example of building a GMM. These points would represent local picture features compiled
in reality.
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Algorithm for Fix the Gaussian points and FV encoding

Input: Number of features n, number of clusters = C, data to be encoded = D
numFeatures = n;

dimension =2;

data = rand(dimension, numFeatures);

numClusters = C;

[means, covariances, priors] = color gmm(data, numClusters);
numDataToBeEncoded = D;

dataToBeEncoded = rand(dimension, numDataToBeEncoded);

encoding = colorFisher(datatoBeEncoded, means, covariances, priors);

The FV representation of the data dataToBeEncoded is the encoding vector. We generate a new set of
random vectors to encode using the FV Representation and the GMM. The colorFisher function is called
along with the output of the color GMM function to obtain the encoding of FV of these vectors.

The histogram won't carry data about the image's spatial information because it is a numerical descriptor
that sums the frequency of specific fundamental “patterns” throughout the entire picture. We partition the
image into ‘7’ overlapping sections, encode every region independently (with its histogram), and later the
features into a d = r * s vector with dimconcatenated dimensions to prevent the information from all of
them. The proposed overlapping region indirectly strengthens the central region compared to the
neighbouring ones that are frequently not completed or noisy (e.g., they may contain components from
other goods).

3.3.3 Naive Bayes

The NB self-learning algorithm provides a method for approximation probability propagation in hybrid
networks of Bayesian, in addition to clustering challenges. If the aim is probability propagation, this strategy
can be competitive instead of developing a broad Bayesian network from a database. Zheqian 2021 [14]
developed this notion, which depends on the simplicity of NB structures’ probability propagation. The
condition distribution of every variable to other variables is represented by a mixture of marginal
distributions in an NB model for a discrete class variable, with the number of components in the mixture
equivalent to the volume of states of the class variable. The NB is trained with two kinds of a dataset.
One of the models is trained with color features to recognize the products, and it is used to find the
matches in the Color features, and another NB is trained with shape and size bag of words to identify the
corresponding features.

3.4 Post Processing

Since the earlier steps may create numerous detections that are overlapping (window candidates) for the
similar instance of the product, the last post-processing step is usually required in object detection; those
detections have to be merged into a specific output, or false positives would be measured for several
occurrences of the similar product. This point is crucial for overall detection performance, especially in
strict valuation standards that need high overlap among the discovered object and the ground truth for
detection is to be regarded correct. To make a single image out of overlapping pieces, assume that you
know the full image size and the coordinates of each block within it.
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Algorithm for concatenation of color and shape and size features
Input: Candidate Set R

Output: Final Feature Vector f{1)

For Each Candidate r; € 1

f.(I) = MAX Similarity found using BoV

If £.(I) > Sty Then

Consolidate Colour-based Similarity

End If
fi(I) = MAX similarity found using BoW
If £(1) > Stprs
Consolidate size and shape based similarity
End If
Normalize f(I): f.(I), fi(I) considering the corresponding weights W, W
End For
End

Both horizontally and vertically, the blocks are evenly spaced. The point is that in the overlapping zone,
a pixel in the output image should be assigned a value based on a weighted average of the overlapping
blocks’ associated pixels.

For each candidate 7 in the given set of images R, the maximum similarity feature f.(I) and fy(I) is found
for color, shape and size separately, and it is compared with the corresponding threshold sty and sy, for
color, shape and size respectively. It is consolidated for the features if it is above the threshold value. Then it
is normalized after considering the Wc and Ws as given.

To make a joint frequency histogram, we combine two normalized histograms. However, based on the
cluster numbers, color vocabulary V. and shape and size vocabulary V, one modality may outnumber the
other if it is more significant in dimension. We use a weight learning strategy to solve this problem. Let us
have w, and w, correspondingly represent the colour/shape descriptor weights.

=) 7

The above Eq. (7) provides the Final Feature Vector f{/) by image /. Here, f.(/) and f;(/) denote the color
and shape aspects, respectively. Since the final vector will be normalized, one free parameter will be learned.
A single free parameter must be learned because the final vector will be normalized.

4 Experiments

We examined using a benchmark that included photographs of store shelves. Various brands and items
have different appearances. A typical store can sell hundreds of products, giving a detector a wide range of
appearance changes between classes. On the other hand, sub-brands are frequently distinguished merely by
minor modifications in packaging. The number of annoyances that detectors must get contended with is
growing due to these modest appearance changes (e.g., spatial transformations, image quality, and
occlusion). In terms of the amount and density of objects appearing in each image, the variety of its item
classes, and, of course, the character of its scenes, SKU-110 K is quite different from the existing
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alternatives. There are 11,762 images in total, with an average of 147.4 goods per image. The number of
image classes is 110,712.

The performance of product detection and brand recognition is assessed together. We also look into the
impact of vocabulary size on color attributes and shape to find suitable features. Added Gaussian SIFT
computation parameters are also investigated. P, the patch size and G, the grid spacing are two. The
junction space between recognition and ground truth determines if a product is true positive. We agree
with the detection that the internal intersection is over a given threshold, and the external intersection is
under an actual threshold. In addition, single detection per product is accepted. As a result, detections due
to overlapping reduce performance. The system can detect products on shelf photos with 98% recall and
84% precision. Figs. 3—5 give the accuracy percentage for selected vocabulary sizes, various patch sizes,
Grid Spacing pixels and Number of words.

88
86

84

2
10 20 30 40 50

Patch Size

[ee]
N

ACCURACY %
N N 9 ©
& o ® S

~

mV=200 mV=300 =V=400 mV=500 mV=600

Figure 3: Accuracy % patch P vs. vocabulary V
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Figure 4: Accuracy % patch size P vs. Grid spacing pixels

The product detection recall rate is a promising finding. Each observed location should be classified as a
brand by a comprehensive system. On the other hand, for the time being, we will not be dealing with products
that do not fit into any of the categories. A system that deals with this issue can automatically ignore false
alarms. Figs. 6 and 7 summarize the impact of the color vocabulary size and scaling. There is no evident
regarding any changes in accuracy for varying vocabulary size and resizing values. On the other hand,
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color has a considerably limited vocabulary than shape because color has only three dimensions. For the
various weights of color, the accuracy regarding feature level and score level is given in Fig. 8.
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Figure 8: Accuracy using a color feature for various pixels and vocabulary size

For combination, we test at the level of features and scores. In feature-level fusion, very simple
concatenation is used. Even though score-level fusion produces similar, or if not greater, accuracy for
specific W, values, we favor the level of feature fusion while scores are generated using margin
distances, and accurate probabilities are not reflected always. When it comes to identifying these
10 product categories, we discover that the importance of shape outweighs the importance of color. Of
course, the combined classification outperforms both individual classes in accuracy.

We compare our method Faster Region-based Convolutional Neural Network (RCNN) [15-20] and
RetinaNet [21-25] algorithms for Average Precision (AP), Average Recall (AR) and Mean Average Error
(MAE). The proposed algorithm performs better in AP, AR and MAR. The results are shown in Tab. 1 below.

Table 1: Average Precision, Average Recall and Mean Average Error

Method AP AR MAE
Faster RCNN 0.47 0.51 90.46
Retina Net 0.51 0.65 15.54
Proposed 0.58 0.71 11.35

The Recall vs. Precision is compared for the proposed approach with Faster RCNN and RetinaNet
algorithms [26-30]. Comparatively, the proposed algorithm performs better in precision and results are
given if Tab. 2.

Table 2: Precision vs. Recall

Recall F-RCNN  RetinaNet  Proposed approach

0.3 0.73 0.75 0.91
0.35 0.7 0.71 0.88
0.4 0.68 0.66 0.84
0.45 0.64 0.64 0.82
0.5 0.61 0.61 0.81

0.55 0.1 0.2 0.61
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5 Conclusion

This paper describes a method for recognizing retail products on grocery shelves. The proposed module
contains two distinct modules, and it can run independently. For product recognition, the color feature is also
included, which helps in reducing the error date. It is helpful to distinguish between similar-looking logo
which has different colors. We can achieve the accuracy percentage for feature level as 75 and score level
as 81. Post-processing has improved efficiency. Using two vocabularies has improved the accuracy level.
From the experimental results, it is shown that our proposed approach gives better performance.
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