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Abstract: Generation of massive data is increasing in big data industries due to
the evolution of modern technologies. The big data industries include data source
from sensors, Internet of Things, digital and social media. In particular, these big
data systems consist of data extraction, preprocessing, integration, analysis, and
visualization mechanism. The data encountered from the sources are redundant,
incomplete and conflict. Moreover, in real time applications, it is a tedious process
for the interpretation of all the data from different sources. In this paper, the gath-
ered data are preprocessed to handle the issues such as redundant, incomplete and
conflict. For that, it is proposed to have a generalized dimensionality reduction
technique called Shrinkage Linear Discriminate Analysis (SLDA). As a result,
the Shrinkage Linear Discriminate Analysis (LDA) will improve the performance
of the classifier with generalization. Even though, dimensionality reduction sys-
tems improve the performance of the classifier, the irrelevant features get
degraded by the performance of the system further. Hence, the relevant and the
most important features are selected using Pearson correlation-based feature selec-
tion technique which selects the subset of correlated features for improving the
performance of the classification system. The selected features are classified using
the proposed Quadratic-Gaussian Discriminant Analysis (QGDA) classifier. The
proposed evolution techniques are tested with the localization and the cover data
sets from machine learning University of California Irvine (UCI) repository. In
addition to that, the proposed techniques on datasets are evaluated with the eva-
luation metrics and compared to the other similar methods which prove the effi-
ciency of the proposed classification system. It has achieved better performance.
The acquired accuracy is over 91% for all the experiment on these datasets. Based
on the results evaluated in terms of training percentage and mapper, it is meaning-
ful to conclude that the proposed method could be used for big data classification.
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1 Introduction

Huge dataset is difficult to handle using classical database structure such as big data [1]. Big data is a
collection of processing a large data volume [2]. It is defined based on data size, inability of processing in
some systems due to the demands of primary storage [3,4]. To the year, there are voluminous data
processed that directs to the regular data analytics of big data in every organization [5,6]. Handling of big
data is a primary challenge because of the frequent gathering of data, storage/memory management,
network security, and related issues [7,8]. Due to the creation of large volume of data of 2.5 and above
quintillion bytes of data per day, big data classification is essentially needed [9].

The big data is characterized based on volume, veracity and variety associated to it. In order to solve the
issue, machine learning and mining algorithms are used. The existing approaches are not dealt with the data
size [10–12]. Hence, the knowledge mining of big data needs to be further improved. The classification of big
data process [13–15] is handled by variety of classifying techniques like Naïve Bayes [16], Extreme Learning
Machine [17] and Support Vector Machine [18]. The computational complexity of big data processing has
been increased [19]. The traditional systems are insufficient to address the issues and challenges related to big
data [20,21].

Discriminant analyses composed of many techniques are used to solve the classification problems.
These are recognized as the model-based machine learning methods [22]. Linear and Quadratic
Discriminant Analysis (LDA, QDA) are two familiar supervised classifications in statistical learning. In
reality, LDA and QDA usage are not shown with high performances due to covariance and mean of each
class. To overcome this, regularized LDA and QDA are used in the form of regularized covariance
matrix. However, this solution will not reduce the estimation noise. The theoretical analysis of
Regularized Quadratic Discriminant Analysis (R-QDA) is based on the specific limitation where the
sample is larger than the dimensions [23].

These limitations will motivate the present work so as to investigate the behavior of discriminant
techniques in the classification. The major contributions of the work are as follows:

� Input data are preprocessed with the dimensionality reduction method called LDA with the
improvement of shrinkage. This shrinkage LDA will improve the data into low dimensional space
for better execution of classification approaches.

� Reduced data are processed using Pearson Correlation based feature selection for the selection of
relevant and most important features

� Reduced dimensional data and selected features are classified using proposed Quadratic Gaussian
Discriminant classifier.

� Classification algorithm performance is evaluated by evaluation metrics and compared with the
existing algorithms.

The organization of paper consists of 5 sections: Section 2 describes the review process of traditional
techniques, Section 3 introduces the approaches such as evolutionary techniques, feature selection and
deep classification, Section 4 discusses the results of the experiment and Section 5 states the conclusion
of the research work.

2 Related Works

Following section illustrates the literatures related to big data classification and implemented methods.
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2.1 Big Data Classification

Mujeeb et al. [24] analyzed Bayesian algorithm for the classification in the framework of big data. The
analyzed Bayesian based classifiers are Correlative in Naïve Bayes as CNB, Cuckoo with Grey wolf CNB as
CGCNB, Fuzzy with CNB as FCNB and Holoentropy with CNB as HCNB. In addition to that, CNB was
developed with the extension of naïve bayes with correlation concept. The optimization technique called
cuckoo search with grey wolf were combined with CNB approach. Therefore, the evaluated result of the
study showed that CGCNB had obtained better performance by measuring metrics accuracy, sensitivity,
and specificity.

Sleeman et al. [25] proposed echo state network based big data classification algorithm with
optimization. With the implementation of multiplier optimization procedure, this method exchanges the
data among the nearest elements in the network. The node communication is not necessary in the usage
of training samples. Moreover, the dataset required for their experimentation enhances the computation
time and accuracy. On the contrary, the major disadvantage of this model is the weights used that
depends on the error value. Selvi et al. [26] developed a map reduce framework based big data
classifying approach called E-Bat technique. The accuracy of the evaluation was not too high by using
the so-called technique.

Bejaoui et al. [27] proposed an imbalanced multi class method for the classification of big data on spark.
For solving the big data classification problem, clustering based partitioning of data method such as random
forest technique and naïve bayes methods were employed. In the distributed environment, the specific
method had secured better predictive power, but time complexity was too high. Bejaoui et al. [27]
proposed an optimal selection of feature called firefly with lion assisted model. The method was used as
an effective classification model but there was a lack in noisy information. Zhuang et al. [28] proposed a
big data classification using deep learning method called adaptive bat algorithm. As a result, the approach
had obtained better accuracy, true positive and true negative rate, but there was a lack in security.

2.2 Discriminant Analysis for Big Data Classification

Ghojogh et al. [29] enhanced the Regression-Quadratic Discriminant Analysis with two regularization
parameters and changed bias. These properties were used for the enhancement of imbalanced settings of R-
QDA to improve the classification performance. Thus, compared to the tradition R-QDA, this enhanced
method will be well-suited for both real and synthetic datasets with better accuracy. Reddy et al. [30]
proposed a multi correlation approach based on Quadratic Discriminant Analysis (QDA), which had
utilised the correlative classification in a supervised learning model. It was observed that the particular
approach can effectively measure the Beidou B1C data signals. With the experimental analysis with multi
correlates method, QDA based monitoring of signal quality displayed good performance and moreover,
failures were accurately identified.

Nanga et al. [31] had discussed the two discriminant methods called Linear and Quadratic Discriminant
Analysis (LDA, QDA) for statistical classification and probabilistic learning. The parameter selection of
LDA and QDA was deliberately explained and it was also proved that LDA and Fisher Discriminant
Analysis were the same.

Some of the previous studies on algorithms used by various researchers are shown in Tab. 1.
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Table 1: Comparison of discriminant reduction techniques

Authors Methods applied Description Key findings

Fu [32] LDA and PCA In the paper, two
dimensionality reduction
techniques such as LDA and
PCAwere analyzed with ML
algorithms like decision tree,
support vector algorithm,
naïve bayes and random
forest classifier using
cardiotocography dataset.

Experimental results proved
that PCA had performed better
for dimensionality reduction
on cardiography datasets

Vogelstein
et al. [33]

Principal component analysis
(PCA), singular value
decomposition (SVD), linear
discriminant analysis (LDA),
locality preserving
projections (LPP), latent
semantic analysis (LSA),
independent component and
project pursuit analysis.

Characteristics, strength,
weakness and applications
about the supervised, semi
supervised and unsupervised
learning methods for
dimensionality reduction
were reviewed.

Data types that had been
applied on the different DR
techniques were also explored.

Ledoit
et al. [34]

Linear dimension reduction
methods such as PCA and
LDA. dimensionality
reduction using nonlinear
methods such as local
tangent space alignment
(LTSA).

Analyzed the impact of high
dimensional data on
discriminate analysis and
discussed the necessity of
dimensionality reduction on
high dimensional data

Demonstrated the developing
of e dimensionality reduction
method.

Mitja et al.
[35]

EMD, PCA for
dimensionality reduction.
LDA for feature selection

Techniques were applied on
deep neural network for
medical diagnosis. The
authors also discussed about
the importance of
dimensionality reduction in
deep learning.

It was analyzed that feature
selection and feature
extraction methods with
dimensionality reduction will
decrease the computation time.

Duan et al.
[36]

Supervised dimensionality
reduction method called
linear optimal low rank
projection

Introduced a novel approach
that incorporated PCA with
class conditional moment
and estimated the low
dimensional projection.

Evaluated with brain imaging
datasets and concluded that
linear optimal low rank
projection and its
generalization will maintain
the computational efficiency.

Fawzi
et al. [37]

LDA and QDA Investigated the accuracy of
LDA and QDA. Two aspects
were considered such as
single subject cross
validation and cross subjects’
generalization.

Mean accuracy of LDA and
QDAwas analyzed. The mean
of single subject cross
validation was 59% and cross
subject generalization was
51%. Both classifiers could not
reject the null hypothesis.
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Further, quality optimization in article resource managing using optimization algorithm in [38–40],
covid related data extraction and optimization in article [41–52] help to identify the new techniques and
the importance of data optimization.

3 Proposed Shrinkage LDA with QGDA Methodology

For processing the high dimensionality of big data, there are numerous data mining and machine
learning techniques that are available in the market. Due to the complex nature of big data, the processing
such as big data is still a challenge. Preprocessing plays a vital role in processing these huge datasets in
order to reduce the dataset for further effective processing with high accuracy. In this regard, irrelevant,
missing raw data are handled in preprocessing stage and the collected data are transformed to low
dimensional space through dimensionality reduction techniques. Initially, the data set is separated into test
and training data based on k-fold validation. The overview of proposed technique is given in Fig. 1. It
includes three phases; Dimensionality Reduction using Shrinkage LDA, Feature Selection using Pearson
Correlation and Classification using proposed Quadratic-Gaussian Discriminant Analysis (QGDA).

Figure 1: Overview of proposed methodology
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3.1 Dimensionality Reduction Using Novel Shrinkage LDA

Big dataset consumes larger storage. The storage space of these big datasets is compressed and reduced
using dimensionality reduction techniques for better execution. This low dimensional space process will
fasten the computation, improving accuracy of classification, and information loss is reduced [39,40]. In
this proposed work, the high dimensionality data is converted into low dimensionality space using
Shrinkage Linear Discriminant Analysis (SLDA). LDA can be used as a supervised dimensionality
reduction by projecting the data input into a linear subspace that maximize the separation between the
classes. However, this model seeks to find the input variables linear combination that maximizes the
sample separation between the classes. For the sake of estimating the probabilities, this model uses
the Bayes theorem. For given input (x), the output class (k) is estimated using the probability of each class
conditional distribution of the data P(X|y = k). The Bayes rule of each training sample x∈ Rd as in Eq. (1)

Pðy ¼ kjxÞ ¼ Pðxjy ¼ kÞPðy ¼ kÞ
PðxÞ ¼ Pðxjy ¼ kÞPðy ¼ kÞP

l

P
Plk � fkðxÞ (1)

where, fk – estimated probability, Plk-base probability of class (k) which is declared as Eq. (2),

plk ¼ nk=n (2)

For f(x), Gaussian distribution is used. The Gaussian distribution with the discriminant function is
declared as Eq. (3),

Pðxjy ¼ kÞ ¼ 1

ð2pÞd=2j�k j1=2
exp � 1

2
ðx� lkÞt

X�1

k

ðx� lkÞ
 !

(3)

where d-number of features. The estimation of the covariance matrices is improved using Shrinkage LDA
(SLDA) when training samples are compared to total number of features. The LDA performance is
generalized using SLDA. The shrinkage parameter is determined using lemma introduced by Fawzi et al.
[38]. The shrinkage parameter manual settings are as Eq. (4)

¼ 0 no shrinkage
1 complete shrinkageðdiagnal covrainace matrixÞ

�
(4)

3.2 Feature Selection Using Pearson Correlation

Pearson Correlation is the relationship between the data in the range of [−1, 1] where positive 1 indicates
the positive correlation, 0 indicates no correlation and negative 1 indicates negative correlation of the data. In
comparison to the other feature selection machine learning models that remove the features at each step,
PCRFE removes the irrelevant data at once. Due to this factor of hybrid approach, it is faster than filter,
wrapper and embedded FS methods. The Correlation Coefficient of the features are calculated using the
Eq. (5).

PCorrxi;yi ¼
Pn

i¼1ðxi � �xÞðyi � �yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðxi � �xÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðyi � �yÞ2

q (5)

where, xi, yi–features for correlation consideration. The value of this falls in the close interval [−1, 1]. The
value close to −1 or 1 indicates the strong relationship and 0 indicates weak relationship of the two features.
Once the features are correlated, a threshold value is used to rank the features. The features obtain minimum
rank will be removed.
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3.3 Classification Using Proposed Quadratic Gaussian Discriminant Classifier

Quadratic Discriminant Analysis is a variant of LDA that a covariance matrix for the individual data is
estimated for each observation. QDA has been used for the individual classes with various co-variance.
Unlike LDA, QDA cannot be used for dimensionality reduction. In this proposed work, the Quadratic
Discriminant Analysis is combined with gaussian property to use as a classifier. In QDA, the class
measurements are normally distributed and no assumption of the covariance matrix to be identical. The
log posterior of the Eq. (3) is written for QDA as Eq. (6)

logPðy ¼ kjxÞ ¼ logPðxjy ¼ kÞ þ logPðy ¼ kÞ þ C

¼ 1

2
log j�k j � 1

2
ðx� lkÞt

X�1

k

ðx� lkÞ þ logPðy ¼ kÞ þ C
(6)

where C-constant from the gaussian. The class which maximizes the log posterior is the predicted class.
Given the training dataset of X with x input variables and respective target variable t, the Gaussian of
QDA is normally distributed as Eq. (7)

Pðxjt ¼ C; lC; �CÞ ¼ NðxjlC; �CÞ (7)

Algorithm: (Classification using QGDA)

Input: Normalized Dataset D, maximum number of iteration max, size of the dataset N, number of features n,

Output: classified results

Step 1: Dimensionality reduction using the conditional distribution of the dataset is calculated using Eq. (3).
The transformed dataset is then used for the procedure of feature selection.

Step 2: For i = 1 to N

Step 3: For j = 1 to n

Step 4: Compute the correlation coefficient of the feature using Eq. (5)

Step 5: If (PCorr(xi) ≥ threshold then

Step 6: Add the features into the subset

Step 7: End if

Step 8: End for

Step 9: End for

Step 10: while (t< = max)

Step 11: For i = 1 to N

Step 12: For j = 1 to n

Step 13: log posterior is calculated using Eq. (6).

Step 14: Gaussian QDA is calculated for the data as in Eq. (7).

Step 15: Class posterior is obtained with Eq. (8) using Bayes theorem

Step 16: Classification using proposed QGDA with Eq. (9).

Step 17: End for

Step 18: End for

Step 19: End while
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Where, μ_C-mean vector, Σ_C-covariance matrix. The class posterior is calculated using bayes theorem
as Eq. (8)

Pðt ¼ cjx; lC; �CÞ ¼ Pðxjt ¼ C; lC; �CÞ Pðt ¼ CÞPL
l¼1 Pðxjt ¼ l; ll; �lÞPðt ¼ lÞ (8)

where, P ðxjt ¼ C; m C; � CÞ -class conditional density and P(t = C)-class prior which is the proportion of
the data points belong to the class. X is classified into the class as in Eq. (9). The illustration of the predicted
class using proposed QGDA is shown in Fig. 2. The two classes are mentioned as Class 0 and Class 1. In
comparison to the other classification algorithms, QGDA reduces the outliers.

ĥðxÞ ¼ argmax
c Pðxjt ¼ C; lC; �CÞ (9)

The workflow of the proposed discriminant-based classification using proposed QGDA is shown in
Fig. 3. From the figure, it is understood that the input data are fed into the dimensionality reduction
module to low dimensional space using proposed Shrinkage LDA. This will execute the data in low
dimensional space which increases the classification accuracy. Next, the transformed data are then pass
onto the feature selection algorithm called Pearson correlation method for relevant features selection. And
the selected subset of features with transformed data is moved to classification phase to classify the data
points. Therefore, the discriminant-based dimensionality reduction and classification will improve the
classification accuracy.

4 Result and Discussion

The following section discusses the experimental results of the proposed discriminant algorithms using
python (scikit).

Figure 2: Quadratic gaussian distribution illustration with predicted classes
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4.1 Dataset Description

In order to check the efficiency and strength of the proposed algorithm, it was examined with the
localization datasets from machine learning UCI repository. For that, the activities such as attiring tags,
ankle left and right, belt and chest of five people were recorded and collected. It contained
164860 instances and eight attributes. The tags of localization data were formed for each instance and
they were recognized using attributes. For the process of evaluation, cover dataset type was also taken
from UCI machine learning repository. The dataset contained 581012 instances with 54 attributes.

4.2 Performance Evaluation Metrics

Five metrics such as sensitivity, accuracy, specificity, time and memory were evaluated to prove the
performance of proposed algorithm. Veracity degree was measured by accuracy proportion of true results.
The proportion of correctly classified true positives and true negatives were referred as sensitivity and
specificity respectively.

Figure 3: Workflow of proposed discriminant QGDA classification
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Acc ð%Þ ¼ TN þ TP

TN þ TP þ FN þ FP
(10)

Sensitiviy ¼ TP

TP þ FN
(11)

Specificity ¼ TN

TN þ FP
(12)

where, TP = True Positive, TN = True Negative, FP = False Positive, FN = False Negative. The performance
of the proposed algorithm was evaluated in comparison to the existing big data classification algorithms such
as Naïve Bayes (NB), Correlated Naïve Bayes (CNB), Fuzzy Naïve Bayes (FNB). After that, the evaluation
was analyzed with the metrics in terms of training percentage and mappers size And thus, the mapper size
was mentioned as the number of desktops used for the process of execution.

4.3 Analysis of Localization Dataset Using Proposed QGDA Classifier

The analysis of the proposed approach on localization dataset was performed with the training
percentages such as 80%, 85% and 90% accordingly. The evaluation consideration of Mapper sizes were
3, 4 and 5. Tab. 2 shows the evaluated results.

Table 2: Evaluation of proposed QGDA on localization dataset

Classifier Training data
(%)

Mappers
(M)

Acc
(%)

Sens
(%)

Spec
(%)

Memory
(MB)

Execution time
(s)

NB 80 3 76.2 79.2 80.5 39.2 29.5

4 76.1 79.1 80.4 39 29.3

5 76.3 79.3 80.6 38.9 29.2

85 3 76.5 79.5 80.8 38.2 28.5

4 76.4 79.4 80.7 38.3 28.6

5 76.8 79.8 81.1 38.1 28.4

90 3 77.1 80.1 81.4 36.4 26.7

4 77.4 80.4 81.7 36 26.3

5 77.6 80.6 81.9 35 25.3

CNB 80 3 79.3 82.3 83.6 36.7 27

4 79.4 82.4 83.7 39.7 30

5 79.6 82.6 83.9 36 26.3

85 3 79.3 82.3 83.6 35.8 26.1

4 79.5 82.5 83.8 35.3 25.6

5 79.7 82.7 84 34.7 25

90 3 79.6 82.6 83.9 32.1 22.4

4 79.7 82.7 84 30.9 21.2

5 79.9 82.9 84.2 30.5 20.8
(Continued)
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Based on the training percentage analysis from Tab. 1, the accuracy of NB classifier for 80% training
data is 76.3% while increasing the training percentage, the classifier accuracy also starts increasing.
Likewise, all the metrics such as sensitivity, specificity, memory and time get improved while increasing
the training percentage of all the classifiers. Among all the contemporary classifiers, the proposed QGDA
had obtained improved performance in terms of all the metrics. For mapper size 3 with the training
percentage of 90%, the metrics results of accuracy, sensitivity, specificity, memory and time were 88.4%,
91.4%, 92.7%, 26.3 MB and 16.6 s respectively. Similarly, for the mapper size 5 with the training
percentage of 90%, the metrics results of accuracy, sensitivity, specificity, memory and time were 88.8%,
91.8%, 93.1%, 26.1 MB and 15.4 s respectively. From the analysis, the proposed QGDA had obtained
high performance on all the evaluation metrics. In addition to that, for all the classifiers, while increasing
the training percentage, the metrics such as accuracy, sensitivity and specificity were increased and while
increasing the mapper size, the memory and execution time got decreased.

4.4 Analysis of Cover Dataset Using Proposed QGDA Classifier

The analysis of the proposed approach on localization dataset was performed with the training
percentages such as 80%, 85% and 90%. The evaluation consideration of Mapper sizes were 3, 4 and 5.
Tab. 3 shows the evaluated results.

Table 2 (continued)

Classifier Training data
(%)

Mappers
(M)

Acc
(%)

Sens
(%)

Spec
(%)

Memory
(MB)

Execution time
(s)

FNB 80 3 81.2 84.2 85.5 33.3 23.6

4 81.4 84.4 85.7 32.7 23

5 81.7 84.7 86 31.7 22

85 3 81.8 84.8 86.1 32.2 22.5

4 81.3 84.3 85.6 30.5 20.8

5 81.9 84.9 86.2 27.3 17.6

90 3 82.3 85.3 86.6 27.8 18.1

4 82.4 85.4 86.7 26.6 16.9

5 82.7 85.7 87 28.5 16.8

QGDA 80 3 86.3 89.3 90.6 31.4 21.7

4 86.5 89.5 90.8 28.3 18.6

5 86.4 89.4 90.7 27.1 17.4

85 3 87.4 90.4 91.7 27.4 17.7

4 87.5 90.5 91.8 27.3 17.6

5 87.3 90.3 91.6 26.4 16.7

90 3 88.4 91.4 92.7 26.3 16.6

4 88.6 91.6 92.9 26.2 16.5

5 88.8 91.8 93.1 26.1 15.4
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Table 3: Evaluation of proposed QGDA on cover dataset

Classifier Training
data (%)

Mappers
(M)

Acc
(%)

Sens
(%)

Spec
(%)

Memory
(MB)

Execution
time (s)

NB 80 3 68 71 72.3 39.1 29.4

4 68.2 71.2 72.5 38 28.3

5 68.4 71.4 72.7 37.3 27.6

85 3 69.2 72.2 73.5 36.2 26.5

4 69.4 72.4 73.7 35.4 25.7

5 70.2 73.2 74.5 35.2 25.5

90 3 71.3 74.3 75.6 32.4 22.7

4 71.6 74.6 75.9 31.5 21.8

5 71.8 74.8 76.1 31.3 21.6

CNB 80 3 72.5 75.5 76.8 36.7 27

4 73.7 76.7 78 34.2 24.5

5 73.9 76.9 78.2 33.3 23.6

85 3 74.3 77.3 78.6 34.2 24.5

4 74.6 77.6 78.9 33.9 24.2

5 74.8 77.8 79.1 32.2 22.5

90 3 74.5 77.5 78.8 34 24.3

4 75.1 78.1 79.4 33.8 24.1

5 75.3 78.3 79.6 30.5 20.8

FNB 80 3 75.4 78.4 79.7 33.3 23.6

4 75.6 78.6 79.9 32.7 23

5 75.8 78.8 80.1 31 21.3

85 3 76.1 79.1 80.4 32.2 22.5

4 76.2 79.2 80.5 30.5 20.8

5 76.4 79.4 80.7 27.4 17.7

90 3 76.6 79.6 80.9 27.7 18

4 76.8 79.8 81.1 27.2 17.5

5 77 80 81.3 24.2 14.5

QGDA 80 3 81.4 84.4 85.7 27.3 17.6

4 82.3 85.3 86.6 27.1 17.4

5 83.8 86.8 88.1 26.1 16.4

85 3 83.4 86.4 87.7 25.3 15.6

4 83.8 86.8 88.1 24.1 14.4

5 84 87 88.3 23.4 13.7

90 3 86.7 89.7 91 24.2 14.5

4 86.9 89.9 91.2 21.2 11.5

5 89.5 92.5 93.8 20.3 10.9
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Based on the analysis of Tab. 2, the proposed QGDA had obtained high accuracy for all kind of training
percentage and mapper sizes. For training percentage of 90%with mapper size 5, it was observed that QGDA
had secured 89.5% of accuracy, 92.5% of sensitivity, 93.8% of specificity, 20.3MB memory and 10.9 s of
execution time.

The comparative analysis from Tab. 2 and Tab. 3 of all the classifiers had proved that the increase in the
training percentage would certainly increase the performance of overall system in terms of the evaluation
metrics. With the same criteria, the increase in the mapper size of all the classifiers would surely decrease
the memory and the time of execution. Evaluation results of both datasets such as localization and cover
dataset, the proposed QGDA classifiers had improved the performance of the system in terms of
accuracy, sensitivity and specificity compared to the other existing algorithms. The proposed QGDA had
obtained improved performance due to the highest posterior value selected for the consequential class.
Hence the proposed discriminant-based classifier called QGDA is well suited for the classification of big
data. Fig. 4 shows the experimented evaluation of two classes of classification with same and different
numbers using proposed QDGA classifier.

5 Conclusion

The proposed paper which pays attention on big data classification based on discriminant technologies
was implemented using python sklearn. The initial dataset was transformed to low dimensional space for
improving the accuracy of the classification using Shrinkage LDA. Then the proposed approach had used
the correlation-based feature selection algorithm called Pearson Correlation in order to select the relevant

Figure 4: Experiments with two classes using QGDA (a) equal class sample sizes b) small class sample
sizes (c) different class sample size (d) multi-modal data with three classes
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features for further processing. The proposed classification algorithm based on Gaussian bayes theorem
called Quadratic Gaussian Discriminant method had obtained high accuracy on classifying the
localization and cover datasets. The proposed algorithm had been evaluated in terms of various training
percentages and Mapper's sizes. Similarly, the methods such as NB, CNB and FNB were evaluated and
compared to the proposed algorithm. The simulation outcomes had shown the performance of proposed
algorithm was high in terms of accuracy, sensitivity and specificity, memory, and execution time as
88.8%, 91.8%, 93.1%, 26.1MB, and 15.4 s respectively for localization dataset. Moreover, it was found
that the metrics were 89.5% for accuracy, 92.5% for sensitivity, 93.8% for specificity, 20.3MB for
memory and 10.9 s of execution time for cover dataset. Hence, the proposed QGDA is proven to be the
best algorithm for big data classification.
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