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Abstract: Languages—independent text tokenization can aid in classification of
languages with few sources. There is a global research effort to generate text clas-
sification for any language. Human text classification is a slow procedure. Conse-
quently, the text summary generation of different languages, using machine text
classification, has been considered in recent years. There is no research on the
machine text classification for many languages such as Czech, Rome, Urdu. This
research proposes a cross-language text tokenization model using a Transformer
technique. The proposed Transformer employs an encoder that has ten layers with
self-attention encoding and a feedforward sublayer. This model improves the effi-
ciency of text classification by providing a draft text classification for a number of
documents. We also propose a novel Sub-Word tokenization model with frequent
vocabulary usage in the documents. The Sub-Word Byte-Pair Tokenization tech-
nique (SBPT) utilizes the sharing of the vocabulary of one sentence with other
sentences. The Sub-Word tokenization model enhances the performance of
other Sub-Word tokenization models such pair encoding model by +10% using
precision metric.

Keywords: Text classification; language-independent tokenization; sub word
tokenization

1 Introduction

Recently, a great amount of data became available electronically in digital forms. This introduced a great
chance to be retrieved for analysis and processing. However, manual analysis or processing of such huge
content is costly and time-consuming. Hence, several computerized models were proposed to
automatically process this data to deliver classification. Text classification models usually choose key
points in texts to generate comprehensible classification target documents.

In general, text classification models attempt to analyze a document by picking the main topics that
constitute the documents and identifying the relevant ideas of these topics. Therefore, current models
attempt to enhance the classification process performance in identifying the document key points by
allowing all the themes exist in it.
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Text Classification is an important topic especially by using machine or deep learning. Text classification
models assign text documents to different classes utilizing text contents. This study presents a language-
independent classification model utilizing deep learning. Deep Learning techniques are employed
extensively in many fields such as natural language processing [1—4]. Deep learning models possess
multiple processing and learning layers to process large data sets in an efficient way [5]. neural network
(CNN) is the best utilized deep learning models in automated Text Classification [6], and text sentiment
analysis [7-9]. Nevertheless, the results were not acceptable because of the lack of pre-processing and
parameter initializing procedures. In fact, the CNN and other deep learning methods can get held in a
local optimum due to the random assigning of weights. These models can result in better performance if
the weights were appropriately initialized [10-12].

The key problem that challenges text classification task is the generalization process. There are two main
models for computerized text classification, namely abstractive feature extraction and tokenization models.
Abstractive feature extraction models implement a deeper text analysis; they integrate semantic analysis and
processing. The generated output contains new phrases not found in the original source text. Thus, phrases
may be reformulated with a dissimilar meaning that is away from the intent of the author. On the other hand,
tokenization models utilize superficial analysis and processing of the text-documents and convey only the
syntactic level, where the output contains words and phrase from the original text only [13—15].

Our research presents a model for text tokenization classification using transformer method that
substitutes each instance (y;,Z;) with |Zi| examples (yi,Aj), for each Aj element in Zi . Dubbed weight
algorithm is an addition phase to the copy transformer model. It utilizes 1/|Zi| weight for each new
instance. Previous models substituted each Zi by one of the members, and the model extracted the token
with the most frequency.

In this paper, we realized that developing such models is a very significant task. The model will help
people in rare languages to acquire cross-language classification in their own language with less time and
cost.

This paper is structured as follows: Section 2 surveys the text documents classification techniques.
Section 3 introduces problem definition and the new proposed methodology. In Section 4, experimental
results are demonstrated. Section 5 depicts conclusion and future work.

2 Related Work

The related work section discusses two main divisions. Text Classification techniques using deep
learning are presented. Then, research that utilize genetic algorithms and CNN are presented.

2.1 Deep Learning Text Classification Models

Deep learning methods, that are characterized by their high classification accuracy, are applied in many
arears. The authors in [15] presented a model of multi-polar attention technique for text tokenization
(BiLSTM). Compared with other model that employ single attention technique, BiLSTM could
differentiate between tokens and their sentiment propensities. The authors in [16] presented a neural
network architecture for emotional analysis.

In [17], the authors performed text classification utilizing three models, namely: Deep Belief encoder,
Deep Auto network, and Recursive Auto network. For vectors, they applied the lexicon processor, and
for the pre-processing, they did not utilize stop word removal or stemming. The Arabic Text Bank dataset
contained 1,180 phrases. The training subset contained 944 phrases, while the testing subset contained
236 phrases. The models attained 55.5% accuracy for the Deep Belief encoder, 60.5% for Deep Auto
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network, and 74.3% for Recursive Auto network. This reason for these low accuracy rates is the lack of the
preprocessing phase.

The authors in [18] used Markov clustering Deep Belief encoders. The model started with the pre-
processing phase that removed punctuation and conjunctions marks. This phase also utilized the roots of
the words. The second phase applied the clustering algorithm and the Markov statistics technique. In the
final stage, the training was done by utilizing a CNN network. They performed testing on Arabic Press
dataset containing 6,000 phrases. The model achieved precision of 91.2% and F1-measure of 91%.

In [19], the model performed Sentiment Analysis utilizing Neural Tensor. In their research, they
developed the Arabic treebank. They performed training and testing using dataset named QALB that has
550,273 phrases. They used a morphological analyzer that excerpts orthographic features with high
precision. Their model outperformed the results of other classifiers such as support vector machine
(SVM), Recursive encoders and Long Short-Term encoders by 8.6%, 4.2%, and 2.6% respectively.

The research performed by the authors in [20] employed Recurrent Neural architecture for sentence
Classification. They compared the results of their model against the Support Vector Machine. The authors
utilized a data set of Hotels” booking reviews that has 24,028 labeled instances. They utilized
Morphological and syntactic features. The experiments proved that this model outpaced their model with
precision reaching 95.3% vs. 87.4%. But their model was twice as fast as the SVM.

The authors in [21] improved document classification by utilizing CNN. The introduced model has
several phases. The model first employed preprocessing phase to clean the text and eliminate the stop
words. In [22], they represented texts with Bag of Words. They utilized term frequencies for dimension
reduction to discover the important words. At the last phase, they trained the CNN model. The results of
this model realized an accuracy of 92.44%.

In [23], the authors built a Deep Averaging CNN for text classification. They constructed a cross-
language text classification. They utilized the English with the voluminous lexical sets to discover text
summary from other languages. They used the CNN model with rectified linear activation unit (ReLU),
along with 35 learning iterations. They executed the CNN utilizing a machine learning model named
PyTorch. The model utilized many Arabic datasets both annotated and unlabeled instances. This model
achieved an accuracy of 84.54% for text summary and classification.

In [24], they presented a text summary and classification deep model with a Multi-Kernel word
embedding process. The proposed model enhanced the sentence representation through embedding. the
model employed ten Arabic domains and compared the results to machine learning architectures. The
precision achieved a value of 92.37%, that was better than most results at that time.

The model in [25] proposed a sentiment classification model, based on CNN, for Arabic text. A narrow
CNN with only three convolutional layers was proposed. The model utilized row data without lexical or
lexicon processing. This model performed better than the existing research and reached a better recall rate.

2.2 Genetic Algorithm for Text Classification

Genetic Algorithm is one of the best optimization algorithms in terms of reliability. In [26], the proposed
model was able to distinguish human actions. They optimized the weights of the neural network using
genetic algorithm. The seed weights were used to define the genetic chromosome. The fitness was
characterized by the prediction algorithm precision. The neural network was accomplished by the
gradient descent technique. 128 chromosomes were used in this technique. The first 127 chromosomes
encoded the three convolutional matrix masks for blurring, and the last chromosome defined the seed.
The masks ranged from —120 to +120 and the seed value ranged from 0 to 7000. The model employed
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the crossover with a probability of 0.9. After several epochs, the best solution was selected in testing phase.
The model was validated and it achieved an accuracy of 93.48%.

The authors in [27] utilized neural network with a genetic algorithm to optimize the weight for crack
parameters in the text documents. The chromosomes were randomly selected and were alternating
between 0 and 127, while the Bias was alternating between —64 and 64. The generated solution was
utilized in the training phase to generate a classification decision. This output was matched with the
ground truth to compute the solution. The most fit one was nominated utilizing a dynamic selection
algorithm, with a 3% transmutation ratio. The crossover was designated within the values of zero and the
chromosome size. The model achieved an accuracy of 92.8% for crack classification of 100 document.

3 The Proposed Text Classification Model

In this section, we are proposing a Cross-Language-independent classification model. The next
subsections will represent the phases of the proposed technique.

3.1 Sub-Word Tokenization

Sub-Word tokenization is an important preprocessing phase that targets to represent a word by
partitioning a word into Sub-Words. There are several cases where a single word is a collection of a
several significant Sub-Words. Usually, Byte-Pair Encoding [28] is employed for Sub-Word tokenization
in many research articles. Byte-Pair Encoding is a model that cuts vocabulary size by partitioning whole
sentences into Sub-Word components using byte pair technique [29]. This allows the unidentified token
to be well handled. An example is depicted in Fig. 1.

Unfreindley Gesture

Un friend ly Gest ure

Figure 1: An example of sub word tokenization

One important issue in text classification is how well entities are represented. Text classifications show
that proper names and place names exist in most of the sentences. Also, the data about entities is present with
same importance. To account for those properties in text classification, data about entities is limited in the
Sub-Word tokenization phase. Also, for vocabulary, we propose the training of the Byte-Pair Encoding
algorithm by connecting extracted vocabulary. This will enhance the Sub-Word partition consistency and
will yield a better performance.

Therefore, this paper presents the Sub-Word Byte-Pair Tokenization technique (SBPT). SBPT utilizes
the sharing of the vocabulary of one sentence with other sentences. Sharing vocabulary decreases the
insertion of characters when repeating entity data. This technique is suitable for abstract classification
where entity data is very important.

The entities are extracted from the source documents. They can be realized from the data structure and
can be extracted from source data automatically.
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The specific phases of the Sub-Word Byte-Pair Tokenization technique (SBPT) are as follows.
a) Prepare the source corpus.
b) Associate every two corpora to perform Sub-Word Tokenization.

¢) Fix the Sub-Word token vocabulary size. In our proposed model, we set it to 35,000 Sub-Word based
on statistical methods.

d) Divide the words into sequence characters.
e) Merge adjacent pairs of characters with the highest frequencies.

f) Repeat step e several times until the predefined vocabulary size is reached.

3.2 Transformer Model

After we build the training data using the Sub-Word Byte-Pair tokenization technique, training is started
employing a sequence-to-sequence method. The proposed Transformer employs an encoder that has ten
layers with self-attention encoding and a feedforward sublayer. The decoder is composed of eight layers
with masked self-attention decoding, and encoder—decoder intermediate self-attention, and feedforward
sublayer.

3.2.1 Encoder Details

When an unknown language sentence is input to the system, it is vectored using word embedding. The
encoder learning scheme is started by learning expressions from one language sentence and finding matches
of them in another language by utilizing the decoder.

The basic attention process allows the decoder to expect the output word and states of the input phrases
in the encoder. Nevertheless, not every input phrase is intentioned with the same reference weight. As an
alternative, the portion of the input phrase, that is associated with the word to be predicted, gets more
focus. The self-attention process allows the system to learn the association between the current word and
other preceding words using key vectors. This procedure is a dot product attention and is described as
follows:

a) Create three vectors (query vector, key vector, and value vector).
b) Multiply the query key vectors to calculate the score.

¢) Advance with Scale to store key vector size to 64 divided by the value square root to create a stable
gradient.

d) Compute the Softmax value, which is equal to the ratio of the number of words in the to-position of
the current position.

e) Multiply the results generated from all the steps up to step e by the value vector. Both extreme values
of the Softmax value will be ignored (the highest and lowest values).

) Chain the resultant vectors to form the self-attention output vector.

The multithread attention mechanism is a process that computes the attention outputs for eight weight
matrices. The formula for computing the attention values is as follows,

(g x k")
NI

where, A indicates ancient attention. ¢, k and v indicate query vector, key vector, and value vector
respectively.

A(q, k, v) = softmax €))
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multi — H(A(q, k, v)) = contact(hy , hy, ..., h,) X Wiegt )
where, h; = A(qW{, kWE, vy).

3.2.2 The Decoder Details

The decoder completes the back-transformation using the information generated from the encoder. The
attention layer, in the decoder, resembles the previous position of the attentional word in the output phrase
sequence. The decoder’s output is sequentially produced. Also, the query matrix is extracted from the key
and value vector that is part of the encoder output. That is, the attention between the source sentence and
the target sentence is processed at the decoder.

We compute the target language attention matrix as follows:

AT (q(t), k(t), v(t)) = sofimax V(1) 3)

Correspondences are built using the decoder. Softmax will produce the optimal output of succeeding

token probabilities. In conclusion, the joint training process of the encoder and the decoder will maximize
the conditional correspondence—likelihood. The maximization equation is as follows:

N
max,. = 1/N(Z log P, (?) 4)
n=1 n

where o is the model-parameter set and each of (S, , T,) is the (source sentence, target sentence) pair in the
training data. Fig. 2 shows the overall process.

Encoder
[} 1) ° o} Classes
Forward Neural ’ Softmax ’
Network L L ] ® L ] |
L) L) L) Ll
Decoder
® @ © L]
! ! | Forward Neural
Network L] L ® ®

‘ Multi thread attention
from the source language

- B 1l[ 7’: y i . .
Training

data

Multi thread attention
from the target language

Figure 2: The encoder-decoder model

In Fig. 2, we depict the processing of a source-target parallel corpus. Also we show the extraction
process from the source dataset and the computerized extraction of the entity data. This creates source
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language Entity Dictionary. The proposed model performs the Sub-Word tokenization using the Sub-Word
Byte-Pair Tokenization technique (SBPT). The produced results are utilized as the training data of the source
language via the encoder. Embedding parameters are used by the encoder. The information of the source-
language phrases is learned via multiple head attention model with a source forward neural network. At
the end, the model will learn the association between source and target phrases. The source language is
converted into the target language through the decoder.

4 Experiments

In this section, we are evaluating the accuracy of our cross language classification model. Datasets are
depicted in Subsection 4.1. Evaluation metrics are discussed in Section 4.2. The results are reported and
discussed in Section 4.3. Finally, we compare our model with other related models in Section 4.4.

4.1 The Dataset

It should be noted that acquiring training data for rare languages classification is very difficult. Our
experiments employed a crawling procedure to collect data. We also performed data filtering with
omitting phrases with less than 85 characters.

For multi-token dataset, token cardinality (Card) and density (Dens), for a token L, are used as metrics
and they are defined as follows:

1 m
ar m( 51 ) (5)
1 <L ,
Dens = %( g 7 ) ( q is the total number of labels) (6)
]

where, m is defined as the total number of cases in the dataset. The density metric accounts for the total
number of tokens in its calculation.

The dataset Mawdoo3 [30] is utilized for testing and is depicted in Tab. 1. Mawdoo3 is considered a
benchmark set and is utilized in many multi-token testing methods. The size of the dataset, number of
features and count of tokens are depicted in Tab. 1. We divided the dataset into 80% training and 20%
testing partitions.

Table 1: The datasets statistics

Domain Cases Features Tokens Cardinality
Civil Engineering 2767 105 14 4.2
Science 8754 310 24 3.9
Cosmetics 6996 205 20 1.9
Children studies 1950 221 18 2.9
Literature 6710 276 19 4.4

Films 5300 156 8 2.7
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4.2 Models and Parameters for Evaluation

We applied the Sub-Word Byte-Pair tokenization technique (SBPT) to Arabic language utilizing long
and short-term attention. SBPT is a sequence-to-sequence transformer model. Also, we tested the
performance using other Sub-Word tokenization.

For the SBPT attention algorithm, a 2-layer SBPT were employed. In addition, 600 layers were utilized
as hidden layers. The dropout proportion was 0.23, with a batch of 256 sentences. The transformer utilized
eight attention blocks in both the encoder and decoder, the feedforward network had 1,024 layers, the
embedding had 256 layers. The model used twelve heads, and a Noam decay optimization technique with
batch size of 2,046. The model collected a vocabulary of 32,000 Sub-Words, with entropy loss function.
the model was executed on a GPU GTX 1040 system.

4.3 Evaluation Metrics

To compute the performance of the proposed SBPT methodology, a comparison was carried between the
SBPT and another Sub-Word tokenization models.

Two metrics are usually used: the token cardinality, which is calculated as the average number of tokens
per case in the test-set, and the token density, which is computed as the number of tokens per test-set divided
by the total tokens, averaged over the test-set.

We have to encounter partially correct tests, as we cannot consider these tests as incorrect. The metric,
utilized in single-token schemes, was also applied for multi-token metrics. This metric is called exact-match
metric (multi-token subset accuracy). The precision of the model was computed as the ratio between the
exact-match and the true set of tokens.

Therefore, the concept of partially correctness is defined using the difference between the predicted
tokens (P) and the actual true tokens (T), namely the token-based accuracy (TBA). TBA measures the
closeness of P to T as the ratio between the number of correct tokens vs. all the returned tokens. TBA is
computed as follows:

TBA= |T N P|/|T UP| (7)

TBA is a joint measure of both the precision and the recall metrics. It combines both false positives
(members in P that was should not be included) and false negatives (members that are missing in P).
TBA is defined as the Jaccard metric [31].

The Hamming Loss metric is similar to the TBA, as it takes both the false positives and the false
negatives predictions, and computes the symmetrical difference (logical XOR) between P and T.

Therefore, the precision and recall are calculated in such scenario as follows:
Precision = |T N P|/|P| (8)
Recall = |T N P|/|T| )

Sub-Accuracy is the number of the correct cases vs. the predicted ones [32]. It means that the predicted
tokens are the same match of the true tokens. The accuracy is calculated as follows:

1 EN|Li—A4;
Sub — Accuracy = - (Z‘Mi‘ ) (10)
T

(L is the predicted, A is the actual token set, and M is all the cases)

Precision is the average number of the correctly predicted tokens vs. the count of tokens, for all
instances. The precision is calculated as follows:
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Precision =

& i A[
(3 il (an
1 1

Recall is the average correctly predicted tokens vs. the count of predicted tokens, for all instances. The
precision is calculated as follows:

1 S |Lin A
Recall :E(zlz L

3=

) (12)

F-measure is the harmonic average between the recall and the precision is calculated as follows:

2 X Recall x Precisi
F — measure = eed .re.czszon (13)
Recall + precision

4.4 Experiment
The experiments are executed using 12-fold cross validation. Each dataset is iterated for 12 times. Each

time, a single subset is used for testing, while 11 other subsets are used for training. Therefore, each fold will
be a test set. The final results are averaged on all executions.

4.4.1 Comparison and Result Analysis

We compared our proposed Sub-Word Byte-Pair tokenization technique (SBPT) to the state-of-the-art
models: ADAN [23] and ArabADAN [24]. Both models are Arabic language models and are described in
Tab. 2.

Table 2: Description of our proposed CNN and other models (ADAN and ArabADAN)

Model Hidden Att. Hidden Batch Epochs  Layers Activation
Layers Heads size function

Our proposed 24 24 1024 Size: 20/32  10/20/50 10 for the encoder/ Softmax

model 8 for the decoder

ADAN [23] 24 20 512 Size: 20/32 12 12 ReLU

ArabADAN 20 12 512 Size: 256/64 29 12 Softmax

[24]

The comparison of the different models and our proposed model is depicted in Tab. 3. From the
tabulated results, the hamming loss metric proves that our proposed model performed better than the
ADAN algorithm, on the four of the six dataset domains in Tab. 1. and is comparable to ArabADAN for
the literature and the Film domains.

Table 3: Hamming-loss comparison

Model Civil Engineering Science Cosmetics Children studies Literature Films

Our proposed model 0.207 + 0.021 0.201 £0.023 0.199 + 0.021 0.204 £ 0.021 0.220 £0.019 0.221 £0.027
ADAN [23] 0.197 £ 0.018 0.205 £0.019 0.209 £ 0.019 0.211 £ 0.019 0.219 £ 0.023 0.224 + 0.021
ArabADAN [24] 0.215 £ 0.021 0.215+0.019 0.204 +0.023 0.209 + 0.021 0.218 £0.015 0.223 £0.021
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Tab. 4 displays that our proposed model performs better in term of the precision measure. It outperforms
ADAN systems and is comparable to ArabADAN model. Our model performs higher numbers in the recall

metric for all datasets compared to the state-of-the-art in this text classification, as depicted in Tab. 5.

Table 4: Precision comparison

Model Civil Engineering Science Cosmetics Children studies Literature Films
Our proposed model 0.909 + 0.098 0.908 £ 0.093 0.966 £ 0.098 0.920 =+ 0.098 0.986 £ 0.089 0.998 + 0.099
ADAN [23] 0.868 + 0.083 0.808 = 0.086 0.806 £ 0.082 0.888 + 0.086 0.888 £ 0.083 0.884 +0.078
ArabADAN [24] 0.858 +0.088 0.868 £ 0.086 0.804 =0.083 0.806 + 0.088 0.888 £ 0.078 0.883 = 0.068
Table 5: Recall comparison
Model Civil Engineering Science Cosmetics Children studies Literature Films
Our proposed model 0.707 + 0.076 0.706 = 0.076  0.699 £ 0.076 0.699 + 0.076 0.766 = 0.067 0.776 £ 0.077
ADAN [23] 0.697 £ 0.068 0.707 £ 0.069 0.709 £ 0.067 0.766 + 0.069 0.767 £ 0.076  0.774 £ 0.076
ArabADAN [24] 0.767 £ 0.076 0.767 £0.069 0.704 £ 0.076 0.709 £ 0.076 0.768 £ 0.067 0.776 = 0.076

Sub-Accuracy is a strict measure because it depicts the exact matching extent between the predicted
labels and the true labels. It also presumes some prediction penalty for subsets with almost correct or
wrong prediction. In term of Sub-Accuracy, our approach does not perform well as depicted in Tab. 6.
Due to the effect of high-cardinality dataset ratio by the ordering of the required target labels. But our
model is still comparable to the two other models.

Table 6: Sub-accuracy comparison

Model Civil Engineering Science Cosmetics Children studies Literature Films

Our proposed model 0.948 + 0.087 0.947 £ 0.083 0.966 = 0.087 0.986 +£0.077  0.876 £ 0.078 0.987 + 0.088
ADAN [23] 0.914 £ 0.078 0.919 £0.076  0.926 = 0.078 0.877 £0.076  0.878 £ 0.083 0.884 + 0.087
ArabADAN [24] 0.927 +0.087 0.907 £ 0.076  0.904 = 0.083 0.920 £ 0.087  0.878 £ 0.077 0.893 + 0.087

4.4.2 Results of the Evaluation Measures

In this set of experiments, we employed a k-fold validation algorithm to assess the performance. We
distributed the text data into k volumes of same size equal folds. CNN was trained in k consecutive
iterations, where one fold was tested and k — 1 folds were trained. To have a recognized performance,
text data underwent stratification, which is the movement of the words in the text instances in each fold
to be a true reprehensive of the data.

Figs. 3—6. depict the results of the experiments in comparison with the models: ADAN and ArabADAN.
They resembled our model in some aspects such as accounting for local information for tokenization. The
results of the CNN, using k-fold validation with & ranges from 8 to 14 folds, are depicted. k = 10 was the
best performance in all the metrics as depicted.
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Figure 3: Hamming distance comparison for the CNN using k-fold validation with & ranges from 8 to
14 folds
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Figure 4: Precision comparison for the CNN using 4-fold validation with k& ranges from 8 to 14 folds
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Figure 5: Recall comparison for the CNN using k-fold validation with k ranges from 8 to 14 folds
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Figure 6: Subset accuracy comparison for the CNN using k-fold validation with k ranges from 8 to 14 folds

4.4.3 Execution Time and Limitations

The execution time needed for the proposed model training phase against other models is depicted in
Tab. 7. The results show that our proposed model needs the least execution with an average of
0.43 milliseconds (Ms) for k = 8, while the ArabADAN model needs the highest execution time of
2.95 Ms. It has to be noted that time consumption for cross-validation for higher k, consumes more time,
as expected, which can be overcome with the utilization of GPU processors.

Table 7: Comparison of the average execution time (Ms)

Model Civil Science Cosmetics Children Literature Films
Engineering studies

Our proposed model K=8 0.43 0.51 0.32 0.45 0.29 0.4
ADAN [23] 0.86 0.80 0.95 1.54 0.98 1.27
ArabADAN [24] 2.85 2.96 2.12 3.08 2.88 2.83
Our proposed model K =10 0.67 0.61 0.72 0.56 0.49 0.5
ADAN [23] 0.96 1.34 1.45 1.84 1.58 1.97
ArabADAN [24] 5.75 5.96 5.15 5.07 5.77 5.75
Our proposed model K =12 1.67 1.61 1.72 1.56 1.70 1.5
ADAN [23] 1.06 1.37 1.75 1.87 1.58 1.07
ArabADAN [24] 5.75 5.06 5.15 5.17 5.77 5.75
Our proposed model K =14 2.67 2.62 2.72 2.86 2.70 2.8
ADAN [23] 4.06 4.39 4.98 4.89 4.88 4.09
ArabADAN [24] 8.78 8.06 8.28 8.27 8.77 8.78

5 Conclusion

In this research we proposed a cross-language text tokenization model using a novel Transformer. The
proposed model improved the efficiency of text classification by providing a draft text classification for a
number of documents. A novel tokenization model that shared frequent vocabulary usage in the
documents was also proposed. We presented the Sub-Word Byte-Pair Tokenization technique (SBPT).
SBPT utilized the sharing the vocabulary of one sentence with another sentences. Sharing vocabulary
decreased the insertion of characters when repeating entity data. A Sub-Word Byte-Pair tokenization
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technique was also proposed. The Sub-Word tokenization model enhanced the performance compared to pair
encoding model by +10% using precision metric. we compared our proposed Sub-Word Byte-Pair
tokenization technique (SBPT) to the state-of-the-art models: ADAN [23] and ArabADAN [24] Arabic
language models. The experimental results depicted the superior performance of our model. Also, the
execution time for the training phase was compared to other models for the same dataset. The comparison
depicted that our proposed model needed the least execution with an average of 0.43 milliseconds (Ms)
for k = 8, while the ArabADAN model needed the highest execution time of 2.95 Ms. In conclusion, our
proposed model performed better in term of the precision measure. It outperformed ADAN and
ArabADAN models in execution time. Our model performed higher rates in the recall metric for all
datasets, compared to the state-of-the-art in this text classification.
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