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Abstract: This study mainly uses the concept of the Internet of Things (IoT) to
establish a smart house with an indoor, comfortable, environmental, and real-time
monitoring system. In the smart house, this investigation employed the tempera-
ture- and humidity-sensing module and the lightness module to monitor any con-
dition for an intelligent-living house. The data of temperature, humidity, and
lightness are transmitted wirelessly to the human-machine interface. The correla-
tion of the weight of the extension theory is used to analyze the ideal and com-
fortable environment so that people in the indoor environment can feel better
thermal comfort and lightness. In this study, improved particle swarm optimiza-
tion (IPSO) is employed—an effective evolutionary method used to search the
function extreme. It is simple and has a fast convergence. The convergence accu-
racy of this algorithm is not high at the beginning, and it can easily fall into the
local extreme points. The effect of the inertia weight in mix extension theory and
PSO becomes IPSO-Extension Neural Network (ENN), which was analyzed and
found reliable. Motivated by the idea of power function, a new non-linear strategy
for decreasing inertia weight (DIW) was proposed based on the existing linear
DIW. Then, a novel hierarchical multi-sensor data fusion algorithm adopting this
strategy was presented, and the weight factor of the data fusion was estimated.
The distinctive feature of this algorithm is its capability of fusing data in a
near-optimal manner when there is no available information about the reliability
of the information sources, the degree of redundancy/complementarities of the
information sources, and the structure of the hierarchy. It obtained effective infor-
mation from the fusion data, successfully removed the noise disturbance, and
achieved favorable results.

Keywords: IoT; data fusion; extension theory; particle swarm optimization;
decreasing inertia weight; IPSO-ENN

1 Introduction

As proposed by MIT, IoT uses the Internet to deliver information and a huge amount of computing to
expand the future of the IoT. In recent years, IoT technology has been applied to various fields, such as
environmental monitoring, logistics management, smart home, transportation, access control systems, and
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medical applications. The sensor is loaded into various items so that in the future, people will not control
items but gradually make them automatic and intelligent, allowing them to judge situations and analyze
what they should pay attention to. The temperature- and humidity-monitoring group and the illumination
module are currently widely used in smart houses, such as farms, and companies. For example, accurate
analysis of temperature, humidity, and illumination is conducive to the activity comfort of crops or
organisms on local farms. However, the accuracy of measuring these data in the early days was very
different. In order to improve the accuracy of the monitoring stations we have produced, we added
algorithms to control our monitoring stations accurately [1].

Multi-sensor information fusion (data fusion) refers to the multi-level, multi-faceted, and multi-level
processing of data from N sensors to generate new meaningful information and obtain judgments about
the target state or target characteristics lead. The information being fused may be redundant or
complementary. To make the fused data most effective, there must be a reasonable algorithm as much as
possible. The fusion law is a better method to adjust the proportion of measurement data in the fusion
result by a weighting coefficient, of which determining the weighting factor is the key. The basic method
of the extension theory is the goodness evaluation method, which is advantageous as it is simple,
straightforward, and easy to understand. However, the disadvantage lies in the subjective judgment ratio
of the classic domain, node domain, and weight coefficient [2].

Because of this gap, many scholars began to study methods of extenics and artificial intelligence.
Combining some current research, they proposed an extended neural network with a dual-weight link
structure. The method includes two learning models with learning guidance and non-learning guidance,
but both use the upper and lower bounds of the characteristic index classical domain as the dual weight
of the extended neural network and use the extended distance as the metric optimization tool. Although
this method has the advantages of simple structure design, less stringent sample data requirements, and
fast convergence speed, it uses the upper and lower bounds of the classical domain as the dual weight of
the neural network, ignores the role of the node domain, and uses the extended distance as a
measurement tool. Making the algorithm too early may not be able to obtain the optimal solution.
Therefore, this research proposes an extended neural network based on particle swarm optimization. On
the basis of avoiding the shortcomings of the original extension neural network, the feature vector is
based on the interval, and the system’s optimal solution effect is significantly improved to the global
optimization [3,4].

2 Proposal System Mathematical Model

2.1 Extension Theory

The Extension Theory, founded in 1983, was established by Professor Cai Wen and was founded in
1983. Extension Theory can use matter elements’ divergence, extensibility, additive, conjugate, and
others to solve incompatible problems. Further, it is used to solve all kinds of contradictions encountered
in our lives. Under its framework, it establishes applications in areas such as artificial intelligence,
control, and detection. What is described in the early classic collections is that the relations among
elements, sets, and discourses are invariable. The extension set solves the contradictory problem and
makes up for the insufficiency of the classical set. It is the data of which the membership function and
the membership degree are uncertain. A positive value represents the extent of the property, and a
negative value represents no. If it is just 0, it may or may not have the property [5,6].

In the Extension Theory, the definition of matter element R refers to the name N, the relevant feature c,
and the Value v. The three elements constitute the three elements of the matter, which are used to distinguish
and identify things. We will use different names to call them, such as black tea, apples, bananas, and so on. In
the extension, N is used to represent the name as long as it can express the function of a thing, the state of
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behavior, the relation between things, and the nature. These are all called the characteristics of the crop
element. Like yellow, long can be used to indicate the characteristics of the banana. The quantity, degree,
and range, used to describe a particular feature are the magnitudes of matter elements, such as red, 5, and
30 meters. We can use Eq. (1) to represent matter elements [7].

R ¼ ðN ; c; vÞ (1)

However, as a thing has multiple characteristics, we must use n (c1, c2, c3…, cn) and its relative
magnitude to represent n features as v1, v2, v3…, vn. It can also be represented by Eq. (2):

R ¼
R1
R2
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2.2 Distance and Bit Value for Extension Correlation Function

In the classic set, to distinguish the authenticity of things, they are represented by Eigen functions. In the
fuzzy set, subordinate functions are used to represent the degree of the membership of things, while they are
used to represent certain things in the extension set. The degree of quality is the use of correlation functions.
The quantity can be divided into quantification quantity and non-quantity quantity value. The non-
quantization quantity value can be converted into quantification quantity value through quantification to
be calculated. Then, the correlation function is used to represent the magnitude of the extension set on the
real axis and the relationship between things. Therefore, establishing the correlation function can create a
key method in solving contradictory problems. Suppose we set X to be any point on the real domain,
(−∞, +∞) and Xo = a, b are an arbitrary interval on the real domain. Then, the definition of the distance
between point X and interval Xo is expressed by Eq. (3):

qðxo; XoÞ ¼ xo � aþ b

2

����
����� 1

2
ðb� aÞ (3)

The concept of this distance is slightly different from the distance in the classic set of mathematics. When
point x is within Xo, in classical mathematics, the distance d = 0 is considered negative in the extension,
depending on the size of the negative value. The represented point is in a different position in the interval Xo.
When weakness x is outside Xo, it is as if the distance from the end of the interval to point x is the closest. In
addition to the above-mentioned relationship between points and intervals, the positional relationship between
one point and two intervals is often considered in the Extension Theory. The above relationship is represented
by a position, which is called bit value. Let Xo ¼ ha; bi and X ¼ hc; di and be two intervals on the real
domain, and Xo � X then the distance of point x to Xo and X is represented by Eq. (4):

Dðx; Xo; X Þ ¼ qðx; X Þ � qðx; XoÞ
�1

�
x =2Xo

x 2 Xo
(4)

Before calculating the correlation function, it is necessary to understand the classical domain and the
specification of the section domain of the matter element. For example, Eqs. (5) and (6) are the classical
domain and the section domain of the object to be measured [8,9].

Ro ¼ ðPo; c; vÞ ¼
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After learning the classical domain and the festival domain of the matter-element, the distance between
the classical domain and the festival domain is calculated using the definition of the extension distance
between the object and subject for testing and the given classical and festival domains, such as Eqs. (7)
and (8):

qðvi; vpiÞ ¼ vi � 1

2
ðapi þ bpiÞ

����
����� 1

2
ðbpi � apiÞ (7)

qðvj; vojÞ ¼ vj � 1

2
ðaoj þ bojÞ

����
����� 1

2
ðboj � aojÞ (8)

After knowing the extension distance, the correlation function can be used to calculate the value of the
correlation function. If the value to be measured falls within the range of the classical domain, it is calculated
by method (a) in Eq. (9). However, if it is to be measured, Values outside the classical domain are calculated
using (b) in Eq. (9). The correlation function formula is shown in Formula (9):

kjðviÞ ¼
� qðvi; vojÞ

jvojj ; vi 2 voj

qðvi; vojÞ
qðvi; vpiÞ � qðvi; vojÞ ; vi=2voj

8>><
>>: (9)

After calculating the correlation function’s value, the weight coefficient is determined according to the
condition of each measurement. This weight coefficient is assigned with a value between [0, 1], respectively,
according to the importance degree, and the sum must be one. The weight coefficient size affects the level of
goodness, and different weight coefficients will have different results. The weight coefficient is represented
by Eq. (10):

Xn
i¼1

�i ¼ 1 (10)

After determining the weight coefficient, the degree of goodness is calculated by calculating the degree
of relevance, and the associated value can be either positive or negative. The degree of association is defined
by Eq. (11):

KðpÞ ¼
Xn
i¼0

�ikiðviÞ (11)

2.3 Improved PSO

The particle swarm optimization (PSO) algorithm is a heuristic global optimization algorithm proposed
by Eberhart and Kennedy et al. As an efficient parallel optimization algorithm, PSO solves a large number of
nonlinear, non-differentiable, and multi-peak complex problems. It has a good performance and has been
valued by a lot of people. Due to its simple implementation and few parameters to be adjusted, it has
developed rapidly. A variety of improved PSO algorithms have appeared, which have been successfully
applied in many fields of science and engineering. Based on the strong optimization ability of PSO and
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its series of outstanding performances in neural network weight optimization, this paper uses the non-linear
inertia weight to improve PSO based on the research on the inertia weight of the important parameters of
PSO. In estimating the weighting factor in data fusion, the results show that using this improved
algorithm can effectively extract useful information from various fusion data, successfully eliminate noise
interference, and achieve good fusion results. PSO is an evolutionary computing technology. The basic
idea is to find the optimal solution through collaboration and information sharing among individuals in a
group. The mathematical description is as follows: the position of the particle i in the d-dimensional
space is xi = (xi1, xi2, …, xin) and the flying speed is vi = (vi1, vi2, …, vin) [10,11].

Each particle has a fitness value determined by the objective function and knows the best position (pbest)
it has found so far and its current position. This can be regarded as the particle’s own flight experience. In
addition, each particle also knows the best position (gbest) found by all the particles in the group so far. The
calculation formula is as follows:

vi ¼ vi þ c1 � randðÞ � ðpbesti � xiÞ þ c2 � RandðÞ � ðgbesti � xiÞ (12)

xi ¼ xi þ vi (13)

i = 1, 2,…, n, n is the total number of particles in the group. c1 and c2 are the statistical acceleration weights
that push particles to pbest and gbest, which is usually 2. The rand() and Rand() are random numbers
between [0, 1].

Eqs. (12) and (13) constitute the basic PSO algorithm. The first part of Eq. (12) is the memory term,
which is the previous velocity of the particle. The second and third parts of Eq. (12) are the acceleration
term, which is the contraction of the particle toward the optimal solution position based on its own
cognition. This shows that the first term enables particles to have the ability to expand the search space,
which is a performance of global search ability. The last two items show the particle’s local search
capability. The experimental results of this research show that the basic PSO algorithm has a fast
convergence speed in the early stage. However, having the disadvantage of poor local search ability
makes the algorithm’s convergence speed slow in the later stage, and the solution accuracy is reduced.
The reason is that the first term in formula (12) does not match the second and third terms. In order to
improve this defect, the improved PSO algorithm proposed in this research injects the first part of the
memory term of Eq. (12) into the inertia weight w to weigh the global search and the local search. Eq.
(12) becomes as shown in Eq. (14):

vi ¼ W � vi þ c1 � randðÞ � ðpbesti � xiÞ þ c2 � RandðÞ � ðgbesti � xiÞ (14)

Through research, it is found that a larger W enhances the global search ability of the particle swarm,
which is beneficial to jumping out of the local minimum and to the convergence of the algorithm. On this
basis, this study proposes to replace the fixed weight with a changing W, as shown in Eq. (15):

Wo ¼ Wend þ ðWstart �WendÞ � 1� t

tmax

� �
(15)

In Eq. (15), tmax is the maximum allowable number of iterations, z is the current number of iterations,
Wstart and Wend are the initial value of the inertia weight and the value when it evolves to the maximum
allowable number of iterations. After several experiments, it is found that when Wstart = 0.8 and Wend =
0.3, the performance of the IPSO algorithm will be greatly improved because the linear weight reduction
strategy is simple and intuitive and has better optimization performance. However, the search process of
the particle swarm is nonlinear and complex. In the complex process of making W, linear transition does
not accurately reflect the search process. The particle swarm should have a larger value of W at the
beginning of the iteration and should have a smaller value of W at the end of the iteration. Based on this,

IASC, 2023, vol.35, no.1 419



this research improves the decreasing strategy as shown in Eq. (16):

Wo ¼ Wend þ ðWstart �WendÞ � 1� t

tmax

� � 1
1þe�2x

" # 1
1þe�x

(16)

At the initial stage of the IPSO algorithm in formula (16), the value of W is set to be larger to avoid a
premature phenomenon. At the same time, the value ofW at the end of the IPSO algorithm is set to be smaller,
which can increase the convergence at the end of the algorithm [12].

2.4 Extension Neural Network Model Proposed

With the deepening and perfection of extension theory, the research on Extension Neural Network
(ENN) has gradually deepened. Extension neural network is a neural network model that combines
extension and neural networks. Due to the dual-weight connection, ENN has outstanding performance in
classifying and clustering problems. Therefore, this article adopts the ENN based on dual-rights
connection. The structure of dual-rights connection ENN is a two-layer structure, including input and
output, as shown in Fig. 1 [13].

The learning steps of the dual-weight connection extension neural network proposed in this research are
as follows:

(1) Establish a sample node domain matter-element model.
(2) Give the t-th sample Nc and its expected output.
(3) Calculate the correlation degree according to the correlation function. The correlation function of

ENN is shown in Eq. (17) from the modified Eq. (9).

kij ¼
rðxtj; Xtj

oÞ
Dðxtj; Xtj

o; X
tjÞ � 1; rðxtj; Xtj

oÞ ¼ rðxtj; XtjÞ
rðxtj; Xtj

oÞ
Dðxtj; Xtj

o; X
tjÞ ; else

8>>><
>>>:

(17)

Figure 1: Extension neural network model proposed in this research
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(4) Calculate the comprehensive correlation degree according to formula (18).

KiðxtÞ ¼
Xn
j¼1

ajkijðxijÞ (18)

The Ki(x
t) is the weight coefficient.

(5) The fitness function is calculated after each learning process. The fitness function in this paper is
shown in Eq. (19):

max xR ¼ R

T
þ
Xn
T¼1

siðxtÞ (19)

In formula (19), T is the number of samples, while R is the number of samples correctly predicted by
ENN. When using ENN, double weight determines the final result. This paper uses a particle swarm
algorithm to optimize the weight of ENN. The basic idea is that particles constantly adjust their speed
and experience in the solution space and find the optimal solution through iteration [14].

2.5 Multi-Sensors Data

2.5.1 Temperature Sensors
Temperature sensors are used in various applications, such as food processing, Heating, Ventilation, Air-

conditioning and Cooling (HVAC) environmental control, medical devices, chemical processing, and
internal monitoring of automobile hoods (e.g., coolant, air intake holes, and cylinder head temperature,).
The temperature sensor can measure the temperature to ensure that the process is maintained within a
specific range for safe application. It can also ensure compliance with legal requirements when handling
extremely high temperatures and dangerous or inaccessible measuring points.

There are two main types of temperature sensors: contact and non-contact. Contact sensors include
thermocouples and thermistors, which touch the object to be measured during measurement. On the other
hand, non-contact sensors measure the temperature radiation released by the heat source to determine its
temperature. Non-contact sensors can measure temperature from a distance and are usually used in
hazardous environments.

2.5.2 Humidity
Humidity refers to the ratio of absolute humidity to maximum humidity in a unit volume of air. Its value

is used to show the water vapor’s saturation. If the moisture in the air is saturated at the current temperature,
the relative humidity will be 100%. When the humidity exceeds 100%, it will begin to condense. As the
temperature rises, the water content in the air increases. However, when the temperature is lower, the
relative humidity rises when the water vapor is the same. Therefore, when providing relative humidity, it
is also necessary to attach temperature data. The dew point can then be determined by the temperature
and maximum humidity. The relative humidity is often used when forecasting weather as it can reflect the
possibility of rain and fog. When the relative humidity is too high, it can stifle humans or animals
because this prevents the evaporation of sweat, and humans also set out a hot index [15].

2.5.3 Illuminance
Illuminance is the luminous flux received per unit area. The SI unit is lux (lx = lux) or radiation

(ph = phot), 1 lux = 1 lumen/square meter, 1 radiance = 1 lumen/cm 2, 1lx = 0.0001 ph. The general
illumination of the home is recommended between 300 and 500 lux.
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The improved PSO algorithm proposed in this study can effectively avoid the wrong judgment of the
system entering a local large value. When the front-end sensing data is sent to the central processing unit
through the ZigBee wireless protocol, the system will perform an improved PSO algorithm calculation,
and then the system will transmit the most appropriate control signal to the electrical equipment in the
home to adjust the indoor environment. Therefore, the proposed system is a very intelligent monitoring
and control system and is also a system based on the Internet of Things architecture. Liu et al. [16]
proposed related literature on particle swarm optimization in IoT. Zhang et al. [17] emphasized related
algorithms for IoT fault detection based on edge computing and blockchain. Lin et al. [18] proposed the
secure sharing of IoT environment.

3 System Architecture and Hardware Architecture

3.1 System Architecture

This study divides the system architecture into four parts: environment awareness, wireless
transmission, analysis, and load control. The first part involves placing three sets of temperature and
humidity sensors in the lab and a set of temperature and humidity sensations outside. For each group, the
Arduino UNO version, the temperature and humidity sensor, and ZigBee are placed. In the first part,
three sets of indoor temperature and humidity sensors return ambient temperature data processed by the
Arduino UNO board. The second part involves the ZigBee wireless transmission to the terminal computer
Python interface and the use of the expansion theory to analyze the best situation on the screen. The
fourth part, after data analysis, indicates that a user is using air conditioners, fans, or windows to achieve
comfort and save energy. It determines the comfortability and wastefulness of using energy. Finally, it
properly controls the load until it reaches the ideal value of room temperature and retransmits the signal
to the load to stop. The complete system architecture diagram is shown in Fig. 2.

The environmental monitoring system flow chart, as shown in Fig. 3, was initially sent back to the
Arduino UNO board via the sensors we placed. After processing by the development board, the signal
was sent by the ZigBee coordinator in broadcast mode. It receives four groups of sensors returned by the
module and transmits the data to the computer’s C# interface via wireless transmission. Then, the

Figure 2: System architecture
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Extension Theory is used to analyze the current environment data suitable for the load, such as air
conditioners, fans, humidifiers, curtains, and lights. The load is maintained until the end before the ideal
environment is reached.

3.2 Hardware Equipment

This study uses the Arduino UNO board as a development board, as shown in Fig. 4a. Compared to the
previous board, it has more SDA and SCL I2C interface and IOREF (input and output voltage reference),
input voltage 7–12 V, and operating voltage 5 V. There are 14 I/O pins, including 6 PWM outputs, also
supports TX, RX Feet. Thus, we also connect all sensors with it [19].

When sensing temperature and humidity in the lab, the sensor module is used as DHT22, as shown in
Fig. 4b. The power supply used is DC 3.3∼5.5 V. In temperature measurement, the range can be from
−40∼80°C, with an accuracy of ±0.2°C. In humidity measurement, the range is 0%∼10%RH; it is plus or
minus 1% RH. Its advantages are extremely low power consumption, small size, fast backhaul, and
strong anti-interference ability. The ZigBee module is used as a tool for transmitting environmental
signals in this study, as shown in Fig. 4c, to communicate with the computer through the ZigBee
Coordinator. This module is often used because of its feature, including low power consumption, low
cost, low speed, short distance, short delay, high capacity, and high security [20].

The rain sensor, shown in Fig. 4d, can be used to monitor changes in various weather conditions and
convert digital signal outputs. It has anti-oxidation, conductivity, lasting performance, comparator output,
good waveform, and strong drive capability. When the 5 V power supply is connected, the power
indicator light is on, and when there is no water drop on the sensor board, the digital output is high, and
the switch indicator is off. However, when a drop of water is dropped, the digital output is low, and the
switch indicator is on. Moreover, the rain sensor can be used to detect if there is rain and rainfall [21].

Figure 3: System flow chart

(a) (b) (c) (d) (e)

Figure 4: (a) Arduino UNO Development Board (b) DHT22 temperature and humidity sensing module
(c) ZigBee module (d) Rain sensor (e) Light sensor
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This investigation employed KSM019 as the illuminance sensor, shown in Fig. 4e, which can detect the
analog output of the brightness output or set a certain brightness value to output the digital quantity.
Moreover, it has high sensitivity, stable performance, working 5 V voltage, and dual digital-analog
output. This sensor uses a directional photodiode that is directional that can sense light in a fixed
direction [22].

3.3 Load Control

There are three types of loads that are mainly controlled in this paper: air conditioners, fans, humidifiers,
curtains, and lights, as shown in Fig. 5.

4 Experimental Results

4.1 IoT Smart House

This study uses Python codes to design the human-machine interface, as shown in Fig. 6. We first set up
the temperature- and humidity-sensing device and the illuminance device in three different locations, as
shown in Fig. 7. Then, we turned on the power and waited until the three room-temperature values are
sent back to the Arduino board. These three groups would be collected. Further, we calculated the
average of the data and sent it to the interface. The humidity in the room was the same. We only set a
group outdoors, so we went back directly to the interface. It was then stored in Python codes for future
big data analysis. The upper left part is the data returned by the temperature- and humidity-sensing
device, while the upper right part is the data that determines whether the load is on or off. Meanwhile,
the lower right part is the correlation value analyzed by the extended theory when receiving the
environmental data. It is the common ground (COM) end of the main controller and the program end
button. The middle left warning is a feature of this study because foreign studies have shown that when
an indoor or outdoor temperature difference is 7°C, it causes asthma and allergies. Thus, a warning would
be displayed; the slogan warns the user. The middle right side is the Thermal Comfort Index (PMV) [23].
Fig. 8 is IoT smart house prototype in this study.

(a) (b) (c) (d) (e) 

Figure 5: (a) Air Conditioner (b) Fan (c) Humidifier (d) curtain (e) LED light

Figure 6: Indoor and outdoor temperature and humidity, illumination monitoring system

424 IASC, 2023, vol.35, no.1



4.2 IPSO’s Data Fusion Weight Factor Estimation

The fusion algorithm in this paper uses the generalized mean operator defined as:

gðx1; . . . ; xn; p; w1; . . . ; wnÞ ¼
Xn
i¼1

wix
p
i

 !1
p

(20)

In (20), p is the ambiguity, wi is the weighting factor on xi, and
Pn

i¼1 wi ¼ 1 and n is the number of

sensors. The main properties of the generalized expectation operand are summarized as (21):

Startða; bÞ � meanða; bÞ � endða; bÞ (21)

By changing the value of p between − ∞ and +∞, the value between end and start can be obtained. The
overall flow of the algorithm is as follows [24,25]:

(1) Initialization: Determine the parameters of the improved PSO algorithm and uniformly design the
optimal weight vectors ðpð0Þid ; pð0ÞÞ in the initial population within the search range, where the
dimension d corresponds to the number of sensors n. This paper designs the objective function f:

Figure 7: Environmental monitoring equipment

Figure 8: IoT smart house
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f ¼
Xn
k¼1

ðdesiredk � actualkÞ2 (22)

In (22), desiredk indicates the expected output and n indicates the number of samples:

wid ¼ yidPn
d¼1 yid

(23)

(2) According to formula (23), the improved particle swarm algorithm updates the position yid of each
particle. The determined weight of each sensor after fusion is called wid.

This article selects four sensors, two of which are specified values, and the last two are the first two with
10% to 40% noise. The improved PSO algorithm and the general traditional PSO algorithm are used to input
the four sensors and obtain the parameter P and their respective weights, as shown in Tab. 1. The effect of
improving PSO optimization is significantly better than that of genetic algorithm (GA), except for a small
amount of noise that cannot be eliminated. Nevertheless, most of the noise interference can be eliminated.

4.3 IPSO-ENN Model Effect and Evaluation

In order to verify the effectiveness of the model proposed in the article, we established IPSO-ENN (the
method proposed in this research), PSO-ENN (traditional particle swarm optimization and extension neuron
method), ENN (traditional extension neuron method), and PSO-ET model (traditional particle swarm the
optimization is added to the extension theory method), as shown in Tab. 2. This experiment measured
and simulated 1200 data of the calculated fitness, correlation coefficient (R), root mean square error
(RMSE), and mean absolute error (NAE) value of the smart house. The result is shown in Fig. 9.

Table 1: The parameter p and weight values

Parameter PSO IPSO

p 0.460 0.454

W1 0.182 0.531

W2 0.321 0.578

W3 0.204 0.432

W4 0.107 0.246

Table 2: IPSO Model effect and evaluation

Calculation method Fitness R RMSE NAE

IPSO-ENN 0.165 0.922 2.34 0.924

PSO-ENN 0.348 0.832 3.21 0.978

ENN 0.394 0.814 3.47 1.124

PSO-ET 0.413 0.689 4.86 1.576
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This experiment shows that the larger the R, the smaller the MAE and RMSE, the better the fitting
performance of the model, and the smaller its fitness value [26]. It can be seen from Tab. 2 that the MAE
and RMSE values of the IPSO-ENN model proposed in this study are smaller than the other three
models, while the correlation coefficient R is larger than the other three models. Further, the fitness value
is the smallest, which means global convergence is at its fastest. This result shows that the PSO-ENN
model has the strongest correlation. Therefore, the performance of the particle swarm extension neural
network model proposed in this paper is better than the other three models and can predict the global
state of the smart house in the fastest and most effective way. The prediction accuracy is high, and the
effect is good. It has certain significance for the optimization of computational scientific research and can
also provide references for other predictions [26].

However, the IPSO-ENN is a more successful option in determining the anchor nodes in this kind of
simulation. In a large-scale IoT, optimization methods may take longer to execute than the deterministic
techniques in simulations due to the use of various parameters for all nodes in the IoT. Thus, the
execution times of IPSO-ENN have an important role in long and continuous simulations. If it takes too
long, it adversely affects the efficiency of the technique. In our experiments, where the authors measure
the elapsed time to run the algorithms, the simulation was performed in a 2000 meter × 3000 meter size
network. In addition, it has 350 nodes with communication ranging 30 meters. As shown in Fig. 10, the
simulations were performed with 200–2400 s time intervals. According to the results, IPSO-ENN took

Figure 9: IPSO-ENN model evaluation (a) fitness (b) correlation coefficient (R) (c) root mean square error
(RMSE) (d) mean absolute error (NAE)
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less time during the simulation. The difference between IPSO-ENN and PSO-ENN is increased as time
goes by [27,28].

This paper proposes to replace the original linear decrease strategy with the non-linear decrease strategy
of the wi function so that the IPSO-ENN algorithm has different degrees of improvement in the optimization
ability and accuracy requirements. Because of its efficient parallelism, it has fast convergence, it is not easy to
fall into the feature of local optimization, and it can better solve the problem of multi-parameter optimization.
Further, it can be applied to the field of multi-sensor fusion. The results show that using this method to
integrate multiple sensors successfully filtered out the noise interference added by 10% to 40%.
Compared with the traditional PSO-ENN, the IPSO-ENN proposed in this study reached a higher level.
The accuracy of convergence achieved good results.

5 Conclusions

This research aims mainly to monitor the temperature, humidity, and lighting around life so that people
can enjoy a comfortable living environment without consuming too much energy. In the early stage, they may
feel the heat and start to heat up. However, they can employ the IPSO-ENN algorithm to find the most
comfortable solution in the whole domain. Although the use of certain operating loads, such as turning
on the fan, can improve thermal comfort to an ideal state, it will take much time. We used the IPSO-ENN
algorithm proposed in this research to allow us to achieve the lowest performance quickly. Consumption
that achieves the best comfort is the focus of this research. In addition, under special circumstances,
system warning messages will be generated. For example, when our system has internal problems, the
system would issue a warning. Timely judgment is also one of the functions provided by the system. For
example, the system will issue a warning when the temperature difference between the indoor and outside
temperatures exceeds seven degrees celsius. Because the temperature difference between the indoor and
outdoor temperatures is too significant at this time, people will have some unsuitable situations requiring
special attention. Moreover, as it can easily cause respiratory diseases, such as asthma, this research can
also enable people to achieve environmental safety, smart living effects, and save energy. In the future,
we can conduct big data analysis and more research through the data stored. In terms of the future work
of this research, the follow-up research development and improvement of this research will be carried out
by using the combination of cloud computing and blockchain, and the system developed by this research
will be more abundant and stable.

Figure 10: Algorithm execution times of IPSO-ENN and PSO-ENN algorithms in a 2000 m × 3000 m IoT
for 2400 s
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