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Abstract: Coronavirus (COVID-19 or SARS-CoV-2) is a novel viral infection
that started in December 2019 and has erupted rapidly in more than 150 countries.
The rapid spread of COVID-19 has caused a global health emergency and resulted
in governments imposing lock-downs to stop its transmission. There is a signifi-
cant increase in the number of patients infected, resulting in a lack of test
resources and kits in most countries. To overcome this panicked state of affairs,
researchers are looking forward to some effective solutions to overcome this situa-
tion: one of the most common and effective methods is to examine the X-radiation
(X-rays) and computed tomography (CT) images for detection of Covid-19. How-
ever, this method burdens the radiologist to examine each report. Therefore, to
reduce the burden on the radiologist, an effective, robust and reliable detection
system has been developed, which may assist the radiologist and medical specia-
list in effective detecting of COVID. We proposed a deep learning approach that
uses readily available chest radio-graphs (chest X-rays) to diagnose COVID-19
cases. The proposed approach applied transfer learning to the Deep Convolutional
Neural Network (DCNN) model, Inception-v4, for the automatic detection of
COVID-19 infection from chest X-rays images. The dataset used in this study
contains 1504 chest X-ray images, 504 images of COVID-19 infection, and
1000 normal images obtained from publicly available medical repositories. The
results showed that the proposed approach detected COVID-19 infection with
an overall accuracy of 99.63%.
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1 Introduction

Professionals from Wuhan, China, reported in December 2019 that a number of patients with an
unknown disease had common symptoms similar to those of pneumonia [1]. They adopted a surveillance
mechanism to identify novel pathogens in a timely manner following the outbreak of Severe Acute
Respiratory Syndrome (SARS) in 2003, leading to the identification of novel viral diseases referred to as
COVID-19 [2]. A month later, the World Health Organization (WHO) declared the novel virus to be a
pandemic, indicating that it could spread very quickly and could affect a large segment of the population
worldwide. The pandemic is rapidly escalating, and approximately 800 million people have already been
infected as shown in Fig. 1 [3]. Dry cough, fever, chills, shortness of breath, inflammation and lung
infection are the main symptoms of COVID-19 [4,5]. Reverse transcription polymerase chain reaction
(RT-PCR) is considered to be the standard for diagnosis of COVID-19 [6,7]. These test kits are
expensive, and they also take more time to produce results. Testing material for RT-PCR is not widely
available, and laboratory technicians are also not experienced in performing the test properly. As this
disease can spread very quickly from one patient to another, extensive tests need to be carried out at a
rapid pace so that all infected individuals can be traced and quarantined.
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Figure 1: Number of COVID-19 infected cases worldwide [3]

Developing countries with wrecked health care systems cannot afford a large number of expensive RT-
PCR tests. There is therefore a considerable difference between the number of COVID-19 tests carried out in
developed and developing countries. Fig. 2 shows a comparison of the COVID-19 tests performed in
different economies [8]. PT-PCR test suffers from serious learning curve problems during diagnosis. The
RT-PCR tests for COVID-19 are believed to have a high specificity but show a sensitivity value as low as
60 to 70 percent [9]. Thus, diagnosis of COVID-19 requires a number of negative tests that are very
difficult to perform with a short supply of test kits [10]. It takes at least twenty-four hours to produce a
result. Time is crucial in this serious situation, and one cannot wait for an unexpected spread of infection.
Therefore, experts are already recommending the use of radiological imaging techniques such as X-rays
[11]. X-rays play an important role in the field of experimental medical science. X-rays are
electromagnetic rays with wavelengths ranging from 0.01 to 10 nanometers. By inventing technology to
combine 2D X-ray image traces into a 3D image, X-rays have improved the accuracy of bone breakage
point detection, organ inflammation, tumor location, and many other internal disorders of the body. In
clinical practice, a chest X-ray is a quick and easy way to identify COVID-19 based on clinical symptoms.
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Figure 2: Number of COVID-19 tests conducted in different countries [8]

The major motivation behind this research was to develop a less expensive, reliable and effective
diagnostic tool which may be used to assist the decision makers in medical diagnostic centers. Due to the
very limited number of publicly available chest X-ray images related to COVID-19, the transfer learning
approach [12] is the best technique for the training of complex deep learning models. In this study, we
adopt a well-known transfer learning technique and a fine-tuned neural model, Inception-v4, to the best
of the authors’ knowledge. It has not been explored yet for the detection of COVID-19 cases. The
proposed model ImageNet pre-trained weights to extract the generic feature set from 15 million images.
Moreover, the most challenging dataset is created by combining the two publicly available datasets,
which consists of 1504 chest X-ray images, 504 confirmed COVID-19 images and 1000 normal images.
To the best of authors’ knowledge, this is the largest dataset as it contains the largest number of X-rays
images of confirmed Covid positive cases. The results show that the proposed approach is more effective
than existing COVID-19 detection techniques and has achieved a higher accuracy of 99.63%. The
model’s accuracy is superior to other existing tools, it may be used in real-world clinical environments
for fast and reliable diagnostic tools.

The rest of the paper is divided into the following sections. A detailed overview of the exsiting literature
is given in Section 2. Section 3 describes the proposed material and methods for the effective detection and
classification of symptoms of COVID-19 by means of chest X-ray images. The results of the proposed
approach are discussed briefly in Section 4. Finally, Section 5 summarizes this study and presents a brief
conclusion and directions for future work.

2 Related Work

Therapeutic treatment and vaccines for COVID-19 are not yet available, and so isolation of suspected
individuals from a healthy population is an effective measure to reduce the transmission of the virus [13]. A
timely diagnosis is therefore very important for the immediate isolation of infected persons. Machine
learning approaches and artificial intelligence can play a significant role in helping front-line fighters to
quickly and accurately detect positive cases of COVID-19. In recent years, deep learning has achieved
tremendous success in the field of medical imaging and early diagnosis of various diseases [14].
Biomedicine [15], health information [16] and Magnetic Resonance Imaging (MRI) analysis [17] are
used. In the medical field, deep learning is used more specifically in the segmentation, classification, and
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identification of various anatomical areas of interest [18]. Diseases such as brain tumors, skin cancer, lung
cancer, breast cancer, and diabetes can be detected through medical imaging. Some deep-learning approaches
have shown equivalent results or have even surpassed human performance in these applications [19].

Researchers are now making use of these technological advances in the automatic detection of COVID-
19 cases [20]. Xu et al. [21] proposed a three-dimensional DCNN model. CT images were segregated into the
following three categories: Covid-19, viral pneumonia, and normal cases. The candidate region segmentation
technique was utilized for preprocessing of images to extract the pulmonary regions from the CT images. The
proposed model showed an accuracy of 86.7% for classification. In order to propose a multi-classification
DCNN model for the automatic detection of COVID-19, Ouchicha et al. used X-ray images. The
proposed approach identified COVID-19 with an accuracy of 97.20% and showed an average accuracy of
96.69% for multi-classification [22]. Maghdid et al. [23] proposed a transfer learning approach to early
diagnosis of the symptoms of COVID-19. The proposed framework used a simple Convolutional Neural
Network (CNN) with a modified AlexNet pre-trained model. In this study, a dataset containing a
combination of 120 X-ray images (60 with confirmed COVID-19 and 60 normal images) and
339 Computed Tomography (CT) scan images (191 images with COVID-19 and 147 normal images) was
analyzed. The proposed approach identified COVID-19 cases with 98% accuracy. A CNN model with
pre-trained weights has been used for a multi-classification task to classify normal/healthy, COVID-19,
and pneumonia X-ray images. The results showed that the CNN based model achieved an average
accuracy of 0.91 and an F1 score of 0.88 [24].

Since the outbreak of the novel COVID-19, researchers have been continuously trying to do their part to
overcome this epidemic. Various machine learning and deep learning systems for automatic detection of
Covid-19 cases have been developed based on CT scan images, X-ray images and clinical images.
Rahimzadeh et al. [25] developed a deep CNN model based on the concatenation of 50 layers deep
Residual Network version 2 (ResNet50V2) and extreme inception (Xception) models. The proposed
system used a multi-classification approach to classify chest X-ray images in Covid-19 cases, viral
pneumonia and normal cases with an overall accuracy of 91.4%. Afshar et al. [26] proposed a technique
for automatic diagnosis of Covid-19 called COVID-CAPS. The proposed system was based on a neural
Capsule network capable of working well with small datasets. It consisted of different capsules and
convolution layers to reduce the problem of imbalanced data in different classes. The proposed system
was evaluated on a Chest X-ray8 dataset [27] and demonstrated 95.7% accuracy, 90% sensitivity, 95.8%
specificity, and 97% Area under the Receiver Operating Characteristic (AUROC) curve Covid and non-
Covid classification. Ahuja et al. [28] proposed a transfer learning approach for the automatic detection of
Covid-19 from CT scan images. The classification results of ResNetl8, ResNet50, ResNetl01, and
SqueezeNet are compared. ResNet18 showed better performance among others with 99.4% classification
accuracy.

Das et al. [29] developed a truncated inception Net model to classify Covid-19 positive X-ray images
from non-Covid X-ray images. The proposed model achieved an accuracy of 99.96 percent. Five different
models such as ResNet152, ResNet50, RestNet101, Inception-ResNetV2 and Inception-v3 were proposed
by Narin et al. [30] for autonomous diagnosis of Covid-19. The Proposed models were tested on three
different datasets named as the GitHub repository by Dr. Joseph Cohen et al. [31], Chest X-ray8 dataset
[27], and Kaggle repository [32]. The pre-trained ResNet50 model outperformed other models with
96.1% accuracy, 99.5% accuracy, and 99.7% accuracy for the first, second, and third datasets.

Jain et al. [33] compared the performance of various deep CNN models such as Xception, ResNet, and
Inception V3 classify of Covid positive X-ray images from healthy X-ray images. The Xception model
showed better classification performance among other models with 97.97% accuracy. Ozturk et al. [34]
proposed a real time object detection system named as you look only once (YOLO) for the automatic
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detection of Covid-19. The Darknet-19 model is used as classifier with the YOLO architecture. The proposed
approach showed 87.02% accuracy for binary classification between Covid-19 and healthy X-ray images.
The multi-classification model classified X-ray images into three classes such as Covid-19 positive, non-
Covid, and pneumonia with 87.02% accuracy. Another deep learning technique for automatic detection of
Covid-19 on the basis of X-ray images has been proposed by Jain et al. [35]. The proposed approach was
tested on two datasets, such as image data collection [31] and the Kaggle repository [32] and achieved
97.77% accuracy. Saha et al. [36] proposed a deep CNN approach for autonomous classification of
Covid-19 and achieved 98.91% accuracy.

Loey et al. [37] proposed a Generative Adversarial Network (GAN) with deep transfer learning for
automatic detection of novel coronavirus. The GAN network has been used to generate X-ray images,
and the deep learning model GooglLeNet was used classify of Covid-19 images from healthy images. The
proposed system achieved an accuracy value of 80.6%. Khan et al. [38] proposed an automatic Covid-
19 detection system named as CoroNet. The proposed system is based on Xception deep CNN model
pre-trained on the ImageNet dataset. The proposed model has been implemented in three different
scenarios to detect coronavirus from chest X-rays. The first scenario was multi-classification, which
classified X-rays in to four classes — Normal, Pneumonia-viral Pneumonia-bacterial and COV19 positive
cases — with an accuracy of 89.5%. In second scenario, the multi-classification model classified X-rays
into three classes — Normal, Pneumonia and Covid-19 positive cases — with an accuracy of 94.59%.
Binary classification was the third scenario that classify chest X-rays into Covid-19 positive and Normal
cases with 99% accuracy. It achieved an overall accuracy of 89.6%.

Another system for automatic detection of Covid-19 was proposed by Islam et al. [39]. The proposed
system was based on the combination of deep CNN and Long Short-Term Memory (LSTM) architecture
for taking the advantages of both models. Deep CNN was used for feature extraction, while the LSTM
model used these extracted features for classification. The proposed deep architecture consisted of
20 layers containing 12 convolutional, 5 pooling, one fully connected (FC) layer, one LSTM, and one
output layer with the softmax activation function. The proposed CNN-LSTM architecture showed 97%
accuracy. Wang et al. [40] proposed COVID-Net for automatic detection of Covid-19 cases from chest
X-rays. An open-source dataset named as COVIDx was also created in this study. It showed an accuracy
score of 93.1% for classification between Covid-19 and healthy chest X-ray images. Karhan et al. [41]
proposed another system using chest X-ray for automatic detection of Covid-19 cases. The deep transfer
learning model, ResNet50, was implemented in this research and achieved a classification accuracy score
of 99.5%. A comprehensive list of recent studies related to deep learning-based diagnoses of Covid-
19 cases is presented in Tab. 1. We have done a thorough study of existing techniques of coronavirus
detection and found various research gaps and limitations in literature techniques, such as only a few
studies are conducted on reliable data sources. Several authors stated the inconsistent quality of available
data as their research’s limitation. Lacking of heterogeneous data to train neural networks reduces the
soundness of produced results and deep learning algorithm. Various literature studies suffered from over
fitting problem and could not produce good results against an unseen dataset. Covid-19 symptoms lead to
multi- organ failure, but as best of the authors’ knowledge, no literature technique diagnoses the severity
of lung engagement in Covid-19 subjects.

3 Proposed Research Methodology

This research proposes an automated COVID-19 detection system by applying state-of-the-art
approaches to deep learning in the medical field. A detailed flowchart of steps included in the proposed
research methodology is shown in Fig. 3. Each step is explained in detail in the sections below.
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Table 1: Summary of literature on diagnoses of Covid-19

Ref. Sample Model Data Set Description Results (%)
[21] Chest CT 3 Dimensional 219 Covid positive, Proposed system Accuracy (86.7)
scans CNN 224 viral pneumonia used an attention-
and 175 healthy driven mechanism for

images from three classification of
hospital of Zhejiang Covid positive cases.
Province, China.

[25] Chest Concatenation 180 Covid X-ray A technique for Accuracy (91.4)
X-ray of Xception images from image training the network
images and data collection [31]. in phases is

ResNet50V2 8851 healthy and introduced to reduce
6054 Pneumonia X- the effects of the

ray images from unbalanced dataset.
kaggle repository
[42].

[26] Chest Deep CNN 94,323 chest X-ray A Capsule Network  Accuracy (95.7),
X-ray images from Chest X- based architecture is  Sensitivity (90),
images ray8 dataset [27]. proposed. Specificity (95.8),

AUC (97)

[28] Chest CT  ResNetl8 406 images divided Preprocess CT scan  Accuracy (99.4),

scans into 178 Covid and  images are Sensitivity (100),
228 Non-Covid decomposed to three Specificity (98.6)
images. levels with the help of

stationary wavelets to
overcome small
dataset and
overfitting issues.

[29] Chest Truncated 73 Covid and The Proposed model AUC (99.96)
X-rays Inception Net 340 Non-Covid is cross-tested on six

images from different datasets and
Shenzhen, China it is computationally
collections. as effifient as the

73 COVID-19 and  Inception Net

80 Non-Covid V3 model.

images from
Montgomery County,
USA. 73 COVID-

19 and 1583 Non-
Covid from the
Pneumonia
collections.
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Table 1 (continued).

Ref. Sample Model Data Set Description Results (%)

[30] Chest Deep CNN 341 Covid-19 images Pretrained transfer ~ Accuray (96.1) for
X-ray based from GitHub models like as (covid/non covid),
radiographs ResNet50 repository by Dr. ResNet101, Accuray (99.5) for

Joseph Cohen et al.  ResNet50, (Covid/Viral-

[31]. 2800 healthy =~ ResNetl152, Pneumonia), Accuracy
images from ChestX- InceptionV3, (99.7) for (Covid/
ray8 dataset [27]. Inception- Bacterial-Pneumonia)
1493 viral- ResNetV2 are used

pneumonia and and

2772 bacterial chest ResNet50 yielded

X-ray images were  better prediction

obtained from Kaggle accuracy among

repository [32], others.

[33] Chest Deep CNN 1583 healthy images, model showed better Accuracy (97.97)

X-rays based on 576 Covid positive  classification
Xception images and performance than
model 4273 images of Inception V3,

Pneumonia cases Xception, and
[32], ResNet models.

[34] Chest Darknet- 127 Covid- State-of-the-art Binary classification
X-ray 19 Classifier 19 positive images,  architecture for real  Accuracy (98.08),
images 500 pneumonia and time object detection Multi-classification

500 healthy images  system named as Accuracy (87.02)
from Covid-19 image YOLO is used in this
data collection [31]. system with Darknet-

19 classifier.

[35] Chest Xray VGG-16, 1218 images from Five fold cross Accuracy (97.77),

images ResNet -18, image data collection validation approach  Recall (97.14),
ResNet-101,  [31] and kaggle is used for Precision (97.14)
DenseNet-121  repository [32] performance

analysis.

[36] Chest Deep CNN 2300 Covid positive Used four machine  Accuracy (98.91)
X-ray from [31] and learning classifiers
images 2300 healthy images random forest,

from [32] adaboost, support
vector machine, and
decision tree

[37] Chest Generative 69 Covid positve Proposed system is  Accuracy (80.56)
X-ray Adversarial images from [31] on tested binary,
images Network image data collection ternary and four

(GAN), and 237 non covid  classses.
Googlenet images [43]

(Continued)
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Table 1 (continued).

Ref. Sample Model Data Set Description Results (%)
[38] Chest CoroNet with 310 Covid positive ~ Resampling Accuracy (89.6)
X-ray Xception images from [31], technique is used to
images 330 bacterial remove the

pneumonia, 327 viral unbalanced dataset
pneumonia images  problem.

[32].

[39] Chest combination of 141 Covid and FCRN incorporated  Accuracy (97),
X-ray deep CNN and 280 non Covid X-ray with a multi scale Specificity (91)
images LSTM images. contextual

architecture information
integration technique
is proposed.

[40] Chest Deep CNN 13,975 chest X-ray ~ An open source Accuracy (93.1),
X-ray images across database named Sensitivity (91)
images 13,870 cases. COVIDx is created in

this research.

[41] Chest CT  ResNet50 CT images are Data augmentation is Accuracy (95.5)
scans collected from SIRM used to overcome the

dataset, COVID- small dataset
Chest X-ray. problem.
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Figure 3: Framework showing steps of the proposed research methodology

3.1 Dataset Acquisition and Preparation

In this study, we used 1504 chest X-ray images from two publicly available datasets, COVID-19 Image
Data Collection databases [31], and the Kaggle chest X-ray repository [44]. The first repository has recently
been published and contains images from different publications on the novel COVID-19 Pandemic [31]. This
includes a combination of CT scan images and COVID-19 chest X-ray images. As more images related to
COVID-19 are continually being added, its size is gradually increasing. The experiments in this study
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included 504 X-ray images of the chest and 25 CT scan images. This dataset also includes certain metadata
for patients with COVID-19, such as their patient identification number and gender. All the COVID-
19 images used in this research are collected from this repository. Other than this, 1000 normal chest X-
ray images have been collected from the Kaggle repository [44]. Figs. 4a and 4b show the chest X-rays
of an infected COVID-19 patient and a healthy person, respectively.

(a) (b)

Figure 4: Sample chest X-ray images from dataset: (a) COVID-19 infected chest X-ray [31]; (b) Normal/
healthy chest X-ray [44]

3.2 Inception-v4 Model Construction

In this paper, we implemented the Inception-v4 framework to develop the proposed approach for the
classification of COVID-19 and normal chest X-ray images. This deep neural framework has evolved from
Inception-v1 and GooglLeNet [45]. The architecture of Inception-v4 is more uniform and simplified due to
several inception modules. Inception-v4 is used in this study to predict COVID-19 cases due to its
exceptional performance in ILSVRC 2012, resulting in an error of 3.08% in three residual networks [46].
The model has also achieved top-1 accuracy of 80%, which is better than Inception v3 and GoogLeNet.
The Inception-v4 model has been progressed from Inception-v1, Batch Normalization (BN) Inception, and
factorization. The overall schema of Inception-v4 is shown in Fig. 5. Stem refers to the initial operation
performed before the Inception block. Inception-v4 consists of three inception modules A, B and C.
Reduction blocks are used between inception modules to change the height and width of the grid [47,48].
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Figure 5: Overall schema showing pure Inception-v4 network
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3.3 Applying Transfer Learning to Inception-v4

Transfer learning [12] as shown in Fig. 6, is an important practice in machine learning to solve the
problem of limited training data. In the case of transfer learning, a neural network model trained in one
situation can be replicated in another related situation. For example, an image classification model can be
trained on ImageNet (a large image repository containing millions of labeled images) to start learning on
a limited dataset for the Covid-19 image classification. In this way, the model parameters are initialized
with good initial values, so only small changes are needed to achieve better results in a new task.

Transfer Learning

[ |

Learning ) Learning
Task Task

|'=0| Knowledge

Source ___ L Target
Domain Domain

\S S,

Figure 6: Learning process of transfer learning

There are two variants of the transfer learning process: fine-tuning and a fixed feature extractor. In the
fixed feature extractor variant, the model is firstly trained on a large dataset, and it learns the common features
i.e., edges shapes from the available dataset and then only the last classification layer is trained with small
amount of dataset from a specific domain. Whereas in fine-tuning variant, only the final layer is not trained in
this technique, but selectively few of the previous layers are also trained. The initial layers mostly capture the
generic features, and the last layers capture the specific features of the specific problem In the proposed
approach, we used a fine-tuning variant to establish a more reliable, robust and effective medical
detection system.

The mathematical description of transfer learning as fine-tuning variant of [49] is as follows:
D= {1,P(X)} 1
where y is the feature space and P(X) is the marginal distribution, X = {xi, ..., xn}, xi € .

For a specific task T and domain D,

T ={y,m} (2)

where y is the targeted labels, and 1) is the predictive function.

for each vector/label set (xi, yi), xi € y, yi € y:

n(xi) = ); 3)
end for
if fine-tune then

f—=TnX,Y) “4)
end if
Return f
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1 is an initial feature set that is obtained when the model is initially trained on the ImageNet dataset. I' is
a learner function that takes training set of examples of the specific problem and pretrained feature set, X,
respectively. I' learns the generic and specific features and returns a tuned function f.

3.4 Model Fine-Tuning and Predicting Output

In this step, the convolutional layers are initialized with pre-trained weights that have been trained
through1000 ImageNet dataset classes. In order to improve the generalization of the model, the last layers
are randomly initialized, switching from ImageNet images to chest X-ray images. The last layer is
changed from 1000 output classes to two output classes: COVID-19 and normal/healthy. The pre-trained
inception v4 consists of an input layer that accepts 299 x 299 x 3 input shape, Inception-A, Reduction-B,
Inception-B, Inception-C, Reduction-A and Reduction-C modules, where the last three layers are used for
prediction purposes. It consists of the AveragePooling2D layer, the Dropout layer, the Flattens layer and
the Dense layer. The last layer is modified by the number of output classes. The Stochastic Gradient
Descent (SGD) Optimizer is used with 0.001 learning rate, 0.9 momentum and 10-6 decay weighting.
Cross-entropy loss is used for equal weighting across classes during model training. The model has been
trained over 100 epochs. The output layer classifies the input chest X-ray images as a normal image or a
COVID-19 effected image.

4 Results and Discussions

Inception-v4 evaluated chest X-rays for the detection of a novel coronavirus. We have implemented a
fine-tuned CNN with 1356 images. We used an SGD optimizer that predicts images from normal and
COVID-19 affected classes compared to ground truth labels. The model is fit for training at 100 epochs
with early stopping, and the model training stops after approximately 90 epochs. The training and
validation loss/accuracy graphs for both modules are shown in Fig. 7. In Fig. 7a, the model accuracy
curve gradually increases as the epochs are increasing, similarly the model loss curve is decreases as the
epochs are increasing. Despite the limited dataset, the model has achieved 99.63% accuracy. There exist
other performance metrics for measuring the reliability of the classification model, such as specificity,
sensitivity, F1 score, kappa score (k) and precision. Detailed results obtained for different performance
metrics are shown in Tab. 2. The specificity and sensitivity values depict that the model is reliable for
detection COVID-19.

model accuracy model loss
0 {|—train =——= - ftrain
— test o5 {|— st
5 ! ( J
0 l 0.4 1
5 7 031
s
8 0.2
5
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Figure 7: Training and validation graphs of Inception-v4 model: (a) training accuracy graph; (b) training
loss graph
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Table 2: Performance of Inception-v4 fine-tuned CNN

Performance Metrics Results
Accuracy 99.63%
Specificity 100%
Sensitivity 98.55%
F1 score 99.26%
Precision 100%
Kk-value 0.99

TASC, 2023, vol.35, no.2

The results of the classification show that the proposed model has achieved a k-score of 0.99, which
means that the model has an excellent distinguishing capacity between classes and an inter-rater
categorical property agreement. The AUROC graph is plotted with a few other multi-class extensions
such that a one-to-one scheme is used to uniquely compare the pairwise combination of classes with the
reported micro and macro average.

The AUC is approximately 1 as shown in Fig. 8, which means the model has a good class separation
capability. The confusion matrix, along with the classification results, is shown in Fig. 9. In comparison
with the method [23], which uses the same datasets has achieved 100% sensitivity on X-rays images, and
90% sensitivity is achieved on CT-images, whereas our model has achieved 98.5 sensitivity on both
image types. However, the model was only trained for 20 epochs with a small batch size of 10, which
may result into quick convergenc. Our model is trained for approximately 90 epochs with 25 batch sizes.

Some extension of Receiver operating characteristic to multi-class
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Figure 8: AUROC curve of Inception-v4 fine-tuned CNN

A comparison of results from the proposed approach to existing studies is shown in Tab. 3. The proposed
approach appears to have produced better results compared to previous studies.
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Figure 9: Confusion matrix of Inception-v4 fine-tuned CNN

Table 3: Performance of Inception-v4 fine-tuned CNN

Ref. DCNN Sensitivity Specificity Accuracy DataSet
Model [%] [%] [%]

[23] Modified 100 88.0 94.0 COVID-19 Image Data Collection [31],
CNN British Society of Thoracic Imaging (BSTI)
AlexNET 100 96.0 98.0 COVID-19 imaging database [50], Normal

chest imaging examples [51], Chest X-ray
images (pneumonia) [44]

[52] ResNetl8  94.5 92.5 - COVID-19 Image Data Collection [31],
ResNet50  93.1 96.5 - Kaggle chest X-ray repository [44]
SqueezeNet 95.0 97.7 -

DenseNet- 94.3 86.0 -
12194.3
Proposed Inception- 98.5 100 99.6 COVID-19 Image Data Collection [31],

study v4 Kaggle chest X-ray repository [44].
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5 Conclusion

A sufficient number of chest X-ray images of COVID-19 patients are not yet available for training of
machine learning models for the automatic detection of COVID-19 symptoms. Therefore, in order to
overcome this problem, we implemented a transfer learning approach based on Inception-v4 to
distinguish between a Covid-19 X-ray image and a normal X-ray image. This research can help
developing countries to identify COVID-19 cases cost-effectively and support their fight against the novel
disease outbreak. The proposed approach has achieved promising results in the automatic detection of
COVID-19 cases with an accuracy of 99.63%, a sensitivity of 98.55%, a specificity of 100%, an F1 score
of 99.26%, and a k-score of 0.99%. However, the proposed model has achieved higher accuracy,
sensitivity and specificity but it doesn’t assure a production-ready solution with this limited number of
datasets. As a potential future research perspective, this research can be extended to identify various
stages of the COVID-19 virus, such as mild, moderate, and severe infections. Researchers can collect
more data samples from COVID-19 to make their research more reliable and accurate. Multiclass models
can be implemented to identify different types of pneumonia. More attributes of COVID-19 patients, such
as phenotypes, CT scan images, history, can be analyzed in order to produce more accurate results.
Location attention mechanisms can be put in place to improve the accuracy of COVID-19 predictions.
The ability of the detection system to identify the level or day of the COVID-19 virus in a patient can be
enhanced.
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