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Abstract: In contemporary medicine, cardiovascular disease is a major public
health concern. Cardiovascular diseases are one of the leading causes of death
worldwide. They are classified as vascular, ischemic, or hypertensive. Clinical
information contained in patients’ Electronic Health Records (EHR) enables clin-
icians to identify and monitor heart illness. Heart failure rates have risen drama-
tically in recent years as a result of changes in modern lifestyles. Heart diseases
are becoming more prevalent in today’s medical setting. Each year, a substantial
number of people die as a result of cardiac pain. The primary cause of these deaths
is the improper use of pharmaceuticals without the supervision of a physician and
the late detection of diseases. To improve the efficiency of the classification algo-
rithms, we construct a data pre-processing stage using feature selection. Experi-
ments using unidirectional and bidirectional neural network models found that
a Deep Learning Modified Neural Network (DLMNN) model combined with
the Pet Dog-Smell Sensing (PD-SS) algorithm predicted the highest classification
performance on the UCI Machine Learning Heart Disease dataset. The DLMNN-
based PDSS achieved an accuracy of 94.21%, an F-score of 92.38%, a recall of
94.62%, and a precision of 93.86%. These results are competitive and promising
for a heart disease dataset. We demonstrated that a DLMNN framework based on
deep models may be used to solve the categorization problem for an unbalanced
heart disease dataset. Our proposed approach can result in exceptionally accurate
models that can be utilized to analyze and diagnose clinical real-world data.
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1 Introduction

Heart disease was blowing up the young Indian population ten years ahead of their western counterparts,
primarily due to inactive lifestyles and a lack of exercise, as the nation’s foremost cardiac experts warned.
The term “cardiovascular disease” or “CVD” is frequently used to refer to disorders affecting the heart,
arteries, veins, and blood vessels. This term is frequently used to refer to heart failure, cardiomyopathy,
coronary artery disease (CAD), peripheral vascular disease, strokes, and cardiac arrests. According to
Naresh Trehan, Chairman and Managing Director of Gurgaon’s Medanta, approximately 10.5% of young
patients now live in developed cities, while 6% live in underdeveloped areas. When similar age groups of
people in the west are compared, it is discovered that our country has an increase of approximately 3 to
4%. According to studies from heart doctors in major cities, around 7% of the afflicted population falls
into the age bracket of 25 to 40, which is particularly susceptible to coronary artery disease. According to
Ashwani Mehta, a renowned cardiac specialist at Ram Hospital in Delhi, CAD is the obstruction of the
blood veins and arteries that supply blood to the heart. It is one of the deadliest diseases afflicting today’s
kids. Additionally, it is related to the veins becoming toughened as a result of plaque buildup on the
inside walls of the blood vessels.

Arteries are naturally soft, smooth, and flexible, but they become inelastic and exceedingly constricted
as a result of plaque buildup. This scenario obstructs blood flow to the heart, resulting in an increase in
oxygen demand. The deposited plaques may rupture, resulting in a severe cardiac arrest or an
instantaneous heart attack. When the coronary arteries grow narrow and tiny, symptoms such as mild
chest pain and difficulties breathing will occur. In these instances, particularly during exertion, the interior
heart chambers will not receive sufficient blood and oxygen. Occasionally, unanticipated symptoms such
as epigastria discomfort, unease, and mild pains in the upper abdomen migrate abruptly beneath the ribs.
Additionally, it will indicate the presence of jaw discomfort, left arm pain, and significant heart pain or
attack. According to Gunjan Kapoor, Director of Jaypee Hospital in Noida, Indians have a 50%–400%
higher rate of Coronary Heart Disease (CAD) than persons from other cultural origins. This childhood
condition affects people in India due to inherited susceptibility, which is defined by elevated low-density
lipoprotein cholesterol (LDL-C) levels or by poor lipid fat. Additionally, individuals who have a family
history of diabetes, hypertension, or other heart-related concerns must have their health checked prior to
the age of twenty-five, while the remainder of the population may be closer to thirty. Early detection
enables timely treatment and reduces the risk of developing heart disease in the future.

According to an expert dietician, processed foods have a significant number of calories and sodium, and
so should be avoided. One can maintain a healthy heart by abstaining from such foods. Additionally,
avoiding saturated and trans fats is a wise choice. Contributions should begin at the primary level in the
United States, where one person suffers a heart attack every 42 s and one person dies of heart disease
every minute. In the United States, the majority of cultural/tribal communities have a population of less
than 100,000. Schools, educators, fathers, mothers, and private and governmental organizations on a local
and regional level. By eradicating heart-related ailments and deaths, the aforementioned peoples can
demonstrate their primary responsibility for redeeming the lives of future leaders and rulers. Male and
female mortality rates increase significantly as a result of heart disease.

In 2009, over 50% of deaths were attributed to heart disease in men and women alike. CAD is a type of
heart disease that claimed over 3.65 lakh lives in the last three years. Each 42 s, someone in the United States
experiences a heart attack, and each minute, someone dies of heart disease. The majority of cultural/tribal
communities in the United States have a population of around 100,000 people. As a result, heart disease
becomes the leading cause of death for Americans, Hispanics, and whites. Each year, the United States
spends over 207 billion dollars on cardiac illnesses, which include the cost of medical care, medicines,
and absent production. Approximately two million heart attacks occur in India each year, with the
majority of victims being children. India monitors two million heart attacks annually, with the majority of
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victims being children. According to a prominent cardiologist, one person dies of a heart attack every 33 s in
India, placing Indians ten years ahead of their Western counterparts.

Men who live in cities have a threefold increased chance of having a heart attack than those who live in
villages, while women’s risk increases significantly after menopause. Low density lipoprotein cholesterol
(LDL-C), also referred to as bad cholesterol, is the main cause of heart attacks. Additional risk factors for
heart attack include smoking, diabetes, high blood pressure, lifestyle choices, genetic predisposition,
specifically increased carbohydrate-rich food consumption, and a lack of sustained physical activity.
Patients frequently disregard chest pain, blaming it on acid reflux or gastrointestinal discomfort, neither of
which should be ignored. Any uneasiness or exertion experienced after walking, particularly if it persists
following a rest, may be an indication of a heart condition that should not be ignored but should be
treated immediately. Heart disease is preventable with appropriate therapies, and India has the world’s
highest rate of cardiac arrests. Avoiding heart attacks requires eating a healthy diet rich in organic fruits
and vegetables, exercising regularly, and living in a stress-free environment. Stress reduction, periodic
physical examinations (including a lipid profile), and medication adherence are all substantial lifestyle
benefits. CVD has become the leading cause of death in India. Stroke and ischemic disease are the
primary causes of death from cardiovascular disease, accounting for more than 80% of fatalities.

CVD is responsible for an average of 272 deaths per 10,000 persons in India, according to the
Worldwide survey of CVD. Several aspects of CVD that are prevalent in India are cause for concern,
including their rapid accumulation, the average age at which people begin to develop the disease, and the
higher death rate. In a decade, the death rate in years of life lost to CVD increased by more than 59%,
from 23.2 million to 37 million. Despite the widespread resemblance in the incidence of CVD hazard
issues across numerous geographical regions, CVD has emerged into the leading cause of mortality in a
number of regions of India, including the poorest states and rural areas. Individuals in poorer financial
conditions frequently do not receive the finest care, leading to poor outcomes.

2 Literature Survey

Existing algorithms must be investigated, analyzed, and updated in order to improve predicted
behaviour and provide superior results. Heart disease is one of the leading causes of death worldwide. In
today’s world, it is the principal source of boredom and mortality. Cardiovascular disease, the World
Health Organization estimates, will kill 23.6 million people by 2030. (WHO). To mitigate the risk, it is
recommended that heart disease risk be decreased in half [1]. The second most challenging task in
medical institutions is determining the true nature of an individual’s disease. In 2008, the United States
spent over 2.2 trillion dollars on health care, or 15.5% of GDP (GDP). Additionally, hospitals are
responsible for 31% of the outflow. Clearly, the cost of hospital care will fall gradually and incrementally.
Hospital costs totaled about 30.8 billion USD in 2006, with cardiac disorders accounting for around 31%
of that total [2]. Heart disease has increased significantly in recent decades and has become the leading
cause of death. It is extremely difficult for healthcare workers to recognize accurately and rapidly [3]. As
a result, adding computer information into this research is critical for assisting healthcare practitioners in
more precisely diagnosing cancer at an earlier stage. The purpose of this study is to correctly and
professionally analyze heart-related hospitalizations based on the patient’s medical history. The study’s
approaches are innovative in this field. Heart disease can show in a variety of ways, causing damage to
the internal organs of the heart. As a result, every sort of heart disease can be classified as a
cardiovascular disease [4], and this section discusses numerous heart-related ailments.

According to Nikhil Kumar et al. [5], machine learning algorithms in medical technology aid in earlier
disease prediction. The transition from written prescriptions to medical records necessitated the introduction
of machine learning to healthcare. Electronic health records enable medical practitioners to share patient
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records across multiple domains of the health sector, resulting in improved patient care and a reduction in
medical errors. Amandeep et al. [6] explains in their study that medical companies generate a tremendous
quantity of data in the modern day, including text and photos, which we collectively refer to as electronic
health records. The relevant extraction and analysis of these records aid in the successful decision-making
process necessary to treat patients appropriately across healthcare systems such as hospitals and primary
health care clinics. Pahulpreet et al. [7] demonstrate how machine learning provides a set of technological
frameworks for processing and discovering the cryptic structure of health data, hence assisting healthcare
practitioners in making more informed decisions. Several healthcare diligences are currently utilizing
machine learning approaches to classify and organize medical data.

According to Soni et al. [8], a systematic examination of this data is more critical for each patient and
strategically significant for the healthcare businesses. This enables earlier disease detection, patient
diagnosis, appropriate therapy, and avoidance of healthcare complication risks, as well as shorter
treatment prediction and diagnosis times. Because they do not require prior knowledge of data
distribution, decision trees are frequently employed for categorization. Additionally, it does well with
noisy and ambiguous data. It has been used to categories patients depending on their disorders in eHealth
applications. Additionally, it forecasts a patient’s sickness based on his or her symptoms. The article
discusses a method for automating the diagnosis of coronary heart disease [9]. Ordonez [10] explain in
their study that information processing is carried out by highly linked neurons. This is a widely used
approach, with the principal use being pattern recognition and data classification [11–14]. The network is
made up of nodes or connected units referred to as neurons [15]. According to Reshma [16], the K-
nearest neighbor algorithm is the most robust technique for pattern identification and data classification.
Distance functions or similarity measures are the fundamental notion underlying K-nearest neighbor
algorithms. This article employs a non-linear support vector machine to construct a model-based
recommendation system [17]. Non-linear support vector machine methods are the most extensively
utilized technique for dealing with unlabeled data, and they are used in a wide variety of industrial
applications. Asha et al. [18] examine the growing importance of various machine learning methods in
predictive analysis. Predictive analysis is a strategy that consists of five parts. A ensemble neural network
models [19] for medical analysis. The performance of these classifiers is evaluated using a variety of
estimation criteria using real-world datasets. The base classifier’s performance is compared to that of the
target classifier. An approach for modifying atrial arrhythmias that distinguishes between critical locations
within important atrial bundles [20]. The Electrocardiography (ECG) may have a distorted P-wave
morphology (PWM) as a result of the atria moving at an abnormally high rate, which can be reproduced
[21–23]. The algorithm was realistic and capable of properly predicting atrial position to within an 85%
margin of error [24–26].

3 Proposed DLMNN Heart Disease Prediction and Classification Model Architecture

The DLMNN analysis of heart disease prediction using PD-SS optimization methods is depicted in
Fig. 1. Existing algorithms such as Logistic Regression, Random Forest Classifiers, and K closest
neighbours (KNN) are applied in this research, which can assist practitioners or medical analysts in
accurately diagnosing Heart Disease. The approach is a series of procedures that transforms raw data into
recognisable data patterns for the consumers’ knowledge. The suggested work performs hearing illness
prediction and DLMNN classification. This article makes a significant contribution by performing four
stages: pre-processing, feature extraction, classification, and validation. The modification process is
carried out here by optimising the weight value of the ranked values utilising the PD-SS algorithm. Each
step is thoroughly explained. Fig. 1 illustrates this proposed paradigm in detail. Additionally, the existing
classifier for heart disease prediction is less accurate. After pre-processing the data, the proposed model
DLMNN Classifier is utilised to categorise the pre-processed data.
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3.1 Feature Extraction

Step 1: Let the selected feature values and their equivalent weights.

Gi ¼ fG1; G2; G3 . . .Gng (1)

Xi ¼ fX1; X2; X3 . . .Xng (2)

where Fi denotes the input value that denotes G1, G2, G3… Gn and Xi reflect the weight value of Gi, which
defines the n related weights.

Step 2: Multiply the inputs by the weight vectors you chose at random, then add them up:

M ¼
XnGiZi

ði�1Þ (3)

M signifies the total value.

Step 3: Determine the purpose of activation (AF).

Afi ¼ Cið
XnGiXi

ði�1Þ (4)

Ci ¼ e�Gx2i (5)

Afi denotes the activation function, while Ci denotes the Gi exponential. A Gaussian function is a type of
AF used in this system.

Figure 1: DLMNN-based PD-SS proposed model
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Step 4: Use the output of the following hidden layer to evaluate it.

Yi ¼ Biþ
X

CiXi (6)

where Bi denotes the bias and Xi denotes the weight distribution between the input and hidden layers.

Step 5: where Bi denotes the bias and Xi denotes the weight distribution between the input and hidden
layers.

Ri ¼ Biþ
X

OiXj (7)

where Oi is the value of the layer before the output layer, Xj is the hidden layer’s weights, and Ri is the
output unit.

Step 6: This stage compares the output of the network to the desired value. The error signal is the
difference between these two numbers. This value is quantifiable as follows:

Er ¼ Di � Ri (8)

where Er denotes the error signal and Di denotes the desired output.

Step 7: The value of the output unit is compared to the target value. It is determined which fault is
causing it. Here on basis of this error, a value I is generated, and this value is also used to broadcast
the error at the output to all other units in the network.

di ¼ Er ½f ðRiÞ� (9)

Step 8: The backpropagation algorithm is used to correct the weights. The following is a description of
this relationship:

Wci ¼ adiðFiÞ (10)

Wci denotes weight correction, M denotes momentum, and I denote the network error. Weight values are
optimized using the PD-SS technique.

4 DLMNN-Based Classification

Pet Dog-Smell Sensing (PD-SS) is a strategy for optimizing the weight values in a Deep Learning
Neural Network (DLNN), therefore the name “DLMNN.” Following the selection of features, the
DLMNN is used to classify them. These features are classified using the DLMNN classifier. Each input is
given and arbitrarily assigned weight. The next hidden layer’s nodes are responsible for merging the
input value and weight vectors of all the nodes connected to them. Using random weight values improves
the backpropagation process. Thus, optimization is accomplished. After then, the activation technique is
used, and the output of this layer is passed to the subsequent layer. These weights have a significant
impact on the classifier’s output.

4.1 PD-SS Optimization Algorithm

The PD-SS algorithm is based on the concept of a remote-sensing pet dog. Due to a dog’s greater sense
of smell to that of people and other animals, it is capable of identifying its master before to their arrival. A pet
dog’s scent is characterized by two distinct features. 1. The aroma of its master; 2. The sounds (properties)
associated with the master. BMI, weight, and height are all fundamental human characteristics. Su represents
a person’s basic symptoms. Medical history, including blood glucose measurements.
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The algorithm detects the features in the same way as a pet dog detects its master’s characteristics; in this
case, the master is heart disease, and so the function returns true if heart disease is expected and false
otherwise. The PD-SS algorithm is composed of the following steps:

Step-1: Restore the default settings for the odour parameters. Hu refers to genital parameters, which
include information regarding the parents’ and grandparents’ heart problems. Iu historical elements
include case studies and other physical characteristics.

Hu ¼ fHu1; Hu2; . . . ; HuNg (11)

Qu ¼ fQu1; Qu2; . . . ; QuMg (12)

Iu ¼ fIu1; Iu2; . . . IuRg (13)

To estimate the olfactory attributes, several time intervals are used; As the algorithm iterates, these
intervals could alter. At first, monthly or weekly intervals are utilized; after that, daily or hourly intervals
are used, depending on the state information.

Uu ¼ fUu1; Uu2; . . .g (14)

The Prediction State is initially set to false (non-heart disease), but this is changed as the algorithm
progresses.

Step-2: The list of symptoms is computed for a specified time interval Uu1

Tu ¼ fTu1; Tu2; . . . ; TuRg (15)

Step-3: Create a comprehensive list of all conceivable outcomes. Due to the fact that the H parameters
remain constant, Vu is removed from the Wu. Vu is a collection of parameters computed in previous
phases and includes Qu, Iu, and Tu.

Wu ¼ fQu; Iu; Tug (16)

Wu1 ¼ fWu1; Wu2; . . . ; WuNg (17)

Step-4: Verify the parameters and their Variations Wu to determine whether a Prediction State may be
discovered. You should return to the Prediction State if you have arrived.
Step-5: If the Prediction State cannot be obtained, the smelling parameters should be estimated using
alternate time periods Uu. If the Prediction State cannot be attained, steps 1–4 should be repeated.

4.2 Algorithm PD-SS

Algorithm

Let N1: Number of PD-SS

N2: The quantity of odour patches

N3: The maximum number of SDAs that can arrive at the destination

Step 1. To ensure that the SDA is considered in the iteration with the biggest radius, it is required to
initialize the agents with natural numbers as signature indexes and radii values in inverse order.
Step 2. Select at random N2 points within the Cartesian plot’s extremities to serve as smell spots. Assign
a scent value of ‘s’ to each of the smell spots, where s = 1/(a b 9 d) and s = 1/(a b 9 d) are the number of
smell spots. For instance, the distance between the source of the smell and the destination is expressed in
Cartesian distance (cl), but the proportionality constants a and b are expressed in angular distance (a).
Step 3. Connect each agent to the source point by establishing a connection between the two agents.

(Continued)
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Step 4. For each and every agent numbered from one to one hundred one

Step 4.1 In a set of scent places, select the unmarked point (within the radius) that has the greatest
smell value out of those that aren’t labelled.

Step 4.2 The SDA should now be relocated to the point by inputting a value for the SDA’s signature in
the scent location index.

Step 5. Continue to follow step 4 until you accomplish your goal.
Step 6. Calculate and attribute N3 to the number of SDAs that arrived at their destination.

5 Methodology of System

The processing of the system begins with data collection, which we performed by using the UCI repository
dataset, which has been fully validated by a number of researchers and the UCI administration [27].

5.1 Data Collection

Data collection and selection of training and testing datasets are the first steps in developing a prediction
system. We used 73% of the training dataset and 37% of the testing dataset in this project.

5.2 Data Source

Individuals with a history of cardiac problems or other medical conditions were selected from a
structured dataset [28]. Heart disease refers to a variety of conditions that affect the heart. Cardiovascular
diseases are the leading cause of death among middle-aged people, according to the World Health
Organization (WHO). The data set we use contains the medical histories of 304 people ranging in age
from infants to elderly. This dataset contains crucial information about the patient, such as his or her age,
resting blood pressure, fasting blood sugar level, and other medical features. This information assists us
in establishing whether the patient has been diagnosed with heart disease as show in Tab. 1. Attributes
That Are Predictable The following conditions are verified for the prediction of heart disease:

1. Value 0: diameter narrowing < 50%. Then there is no possibility of heart diseases.

2. Value 1: diameter narrowing > 50%. The there is a possibility of heart diseases.

6 Simulation Setup

The suggested IoT framework was prototyped utilizing existing hardware devices, a microcontroller,
and LoRa communication hardware to send data to a cloud system. The system records the patient’s age,
gender, and patient identification number. Because no instrument exists to quantify chest pain, the chest
pain (cp) parameter is produced using a pseudo number ranging from 1–4. The resting blood pressure
(trestbps) parameter was determined using the Omron HeartGuid-bp8000m, which transmits data to the
cloud and sends notifications to the user’s mobile phone [29]. Due to the lack of a wearable device,
serum cholesterol and glucose levels were estimated using a pseudo number generated within a certain
range. Electrocardiographic data were acquired using the AD8232 heart monitor board [30]. The
maximum heart rate, old peak, and slop are also recorded from the patient’s previous data. Data
collection and analysis are time-consuming tasks on a Raspberry Pi single-board computer [31]. The
hardware required for this experiment is listed in Tab. 2.

Algorithm: (continued)
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6.1 Hardware Used in This Model

6.2 Statistical Analysis

When the sample size exceeds 50, the Central Limit Theorem states that every distribution with finite
variance has a sample mean that is approximately normal. Additionally, our analysis and estimation are
based on the samples’ natural distribution. Observing and contrasting the distributions of positive and
negative opinions with those of binary values (only positive & negative). Conducting the Z test
(proportion) on data from the dataset to determine binary significance (only Positive and Negative values)
using the following hypothesis: The null hypothesis is H0, which asserts the equality of positive and
negative numbers. P equals 0.5, which indicates that the value is equal to one or ‘PASS’. H1: A plausible
explanation The properties of positive and negative numbers are not identical. P = 0.5, which indicates
that the value is zero or ‘FAIL’. The remaining data is simulated in a similar method.

Table 1: The UCI dataset’s attribute descriptions

NO. Attribute Description Type

1 Age Age of patient Q3 (29 to 77) Numeric

2 Sex The patient’s gender (male-0 female-1) Nominal

3 Cp Type of heartache Nominal

4 Trestbps On admission to the hospital, resting blood pressure (in mmHg, values from
94 to 200)

Numeric

5 Chol Values range from 126 to 564 mg/dl in serum cholesterol. Numeric

6 Fbs Fasting blood sugar>120 mg/dl, true-1 false-0) Nominal

7 Resting Electrocardiographic graphics during rest (0 to 1) Nominal

8 Thali Attained the highest heart rate (71 to 202) Numerical

9 Exang Agina was part of the workout. (1-yes 0-no) Nominal

10 Oldpeak Exercise causes a decrease in ST as compared to rest (0 to .2) Numerical

11 Slope The incline of the ST phase of the peak exercise (0 to 1) Nominal

12 Ca (0–3) Numerical

13 Thal 3-normal Nominal

14 Targets 1 or 0 Nominal

Table 2: Hardware used

Hardware Description

Simulation software tool Python 3.9.5

Host machine Intel i5 6300U CPU @ 2.4 GHz

System memory capacity 500 GB

RAM capacity 8 GB

IASC, 2023, vol.35, no.2 1361



7 Performance Analysis

This is accomplished by examining a range of performance metrics. A classifier’s precision is defined by
its accuracy across all classifications. Precision is a performance statistic that is used to evaluate the results of
planned activities. This measure contrasts the overall number of TPs and TNs with the total number of
correctly classified occurrences (True Negatives). The following equation illustrates the mathematical
subject of precision.

precision ¼ TP

TPþ FP
(18)

where, TP specifies the True Positives & FP denotes the False Positives.

Recall is the next performance statistic that is determined for performance analysis. Recall is a metric
that indicates the completeness of all classifiers. The mathematical equation is used to determine the
value of Recall.

recall ¼ TP

TPþ FN
(19)

where, FN depicts the false negatives.

In general, the F-score is a performance metric that considers both precision and recall. It has a minimum
value of 0 and a maximum value of 1. It is calculated as the harmonic mean of both the recall and precision
numbers. The F-score is calculated as follows:

Fscore ¼ 2:
ðprecisionÞðrecallÞ
precisionþ recall

(20)

Accuracy is a measure of how close the suggested model is to the target value. It is a measure that
indicates the number of forecasts made in relation to the total number of predictions. The accuracy of the
system is calculated using the following mathematical representation.

accuracy ¼ TPþ TN

TPþ FPþ TNþ FN
(21)

where, TN denotes the true negatives.

The execution time (ET) is defined as the time required for a CPU to process instructions on a system.
This is a critical metric for determining the proposed system’s performance. The ASS (‘Average Sentiment
Score’) is the emotional score’s mean value. This is the most precise numerical representation of the polarity
of sentiments.

7.1 Precision

In the Tab. 3, DLMNN outperforms traditional linear regression, random forest, Nave Bayes, and KNN
algorithms in terms of precision. The proposed algorithm outperforms all other linear regression, random
forest, nave bayes, and KNN techniques, as seen in the table above. For example, the present Naive
Bayes algorithm performs significantly worse than the proposed one. Nave Bayes achieves a precision of
79.11%. Precision-wise, the existing Linear Regression, Random Forest, and KNN algorithms all
outperform the recommended one. In comparison to conventional methods, the proposed DLMNN system
achieves a precision of 90.45%. Fig. 2 illustrates this point more clearly.

1362 IASC, 2023, vol.35, no.2



7.2 Recall

Fig. 3 compares the present Linear Regression, Random Forest, Nave Bayes, KNN, and proposed
DLMNN techniques in terms of recall. For N = 60, 120, and 300, the proposed model has a higher recall
value than existing techniques. As the number of N values increases, the recall value increases
proportionately. For N = 300, the proposed DLMNN has a recall value of 94.62%, which is higher than
the present Linear Regression, Random Forest, Nave Bayes, and KNN, which all demonstrate superior
performance as shown in Tab. 4.

7.3 F-Score

The F-Score performance of the present approaches and the suggested DLMNN techniques is shown in
Fig. 4. It may be deduced that the F-Score increases in lockstep with the N value. The F-Score values for
linear regression, Random Forest, Naive Bayes KNN, and DLMNN are 86.95, 89.55, 87.32, and 85.76,
respectively, whereas the suggested DLMNN has a score of 92.38. The suggested DLMNN has a
92.38 F-Score, which is greater than the F-Scores of the existing techniques, indicating that it performs
the best as shown in Tab. 5.

Table 3: Precision analysis of DLMNN technique with the existing methods

Impact of precision analysis in %

Methods/no of data from datasets Linear regression Random forest Naive Bayes KNN DLMNN

60 82.32 85.13 79.11 80.11 90.45

120 82.89 86.53 80.94 81.94 91.71

180 83.93 87.72 81.17 82.17 92.91

240 84.62 88.09 82.05 83.05 93.33

300 85.71 90.90 82.78 84.19 93.86

Figure 2: Precision analysis of DLMNN technique with the existing methods
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Table 4: Recall analysis of DLMNN technique with the existing methods

Impact of Recall analysis in %

Methods/no of data from datasets Linear regression Random forest Naive Bayes KNN DLMNN

60 85.32 85.13 88.21 84.21 90.35

120 86.19 86.53 88.92 84.91 91.62

180 86.83 87.72 89.17 85.11 92.73

240 87.52 88.09 90.25 85.95 93.61

300 88.23 89.90 91.17 86.64 94.62

Figure 4: F-Score performance analysis of existing techniques and proposed DLMNN

Figure 3: Recall analysis of DLMNN technique with the existing methods
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7.4 Accuracy

Accuracy metrics for DLMNN, Linear Regression, Random Forest, Naive Bayes, and KNN are all
displayed in Fig. 5. Accuracy is a critical factor in predicting heart disease. In terms of accuracy, the
present Linear Regression approach provides only 92.24%. Other techniques, like as Random Forest,
Nave Bayes, and KNN, achieve a better level of accuracy, but not quite as high as the proposed one
(91.92% vs. 90.10%). However, the proposed system, DLMNN, is 94.21% accurate. This is superior to
the methods currently in use. As a result, the proposed DLMNN algorithm surpasses previously utilised
approaches in terms of performance as shown in Tab. 6.

Table 5: F-score analysis of DLMNN technique with the existing methods

Impact of F-Score analysis in %

Methods/no of data from datasets Linear regression Random forest Naive Bayes KNN DLMNN

60 84.12 86.21 85.18 83.72 90.25

120 84.89 86.85 85.89 83.96 90.82

180 85.23 87.48 86.21 84.26 91.04

240 85.92 88.27 86.95 85.78 91.81

300 86.95 89.55 87.32 85.76 92.38

Figure 5: Accuracy analysis of existing techniques and proposed DLMNN

Table 6: Accuracy analysis of DLMNN technique with the existing methods

Impact of accuracy analysis in %

Methods/no of data from datasets Linear regression Random forest Naive Bayes KNN DLMNN

60 88.32 88.24 88.23 87.83 90.17

120 88.89 88.93 89.13 88.25 91.54

180 90.17 89.32 89.93 89.11 92.23

240 91.92 90.17 90.82 89.84 93.72

300 92.24 91.92 91.11 90.10 94.21
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7.5 Computation Time

The proposed DLMNN algorithm beats more established approaches such as Linear Regression,
Random Forest, Nave Bayes, and KNN in terms of execution time performance. The overall operating
time of a computer is calculated as the sum of the time spent by each software application. The sequence
of events that occur throughout the execution of a device’s performance. Numerous iterations of a variety
of algorithms have occurred. DLMNN outperforms all other methods currently in use. For example, it
takes 60.11 ms to run the suggested DLMNN on a 120-point dataset. Clustering the data takes 83.71 ms
for Linear Regression, 65.52 ms for Nave Bayes, and 75.52 ms for KNN, which is faster than previous
methodologies as showin in Fig. 6. Similarly, existing approaches cluster data more slowly than the
recommended method does for the remaining data. As may be observed, the DLMNN system proposed
here outperforms more standard techniques as shown in Tab. 7.

8 Conclusion

Heart disease is one of the most serious concerns in today’s globe. Heart disease can be predicted and
detected early, reducing the likelihood of death. Because the heart is one of the most vital organs in the human
body and the prediction of cardiac problems is a major source of concern for people, algorithm accuracy is

Figure 6: Computation time analysis of DLMNN technique with the existing methods

Table 7: Execution time analysis of DLMNN technique with the existing methods

Impact of execution time analysis in ms

Methods/no of data from datasets Linear regression Random forest Naive Bayes KNN DLMNN

60 20.61 17.41 19.41 37.41 18.91

120 83.71 65.52 75.52 95.52 60.11

180 238.02 198.12 208.12 238.12 144.89

240 464.86 432.66 532.66 572.66 351.68

300 1112.56 1022.28 1162.2 1222.2 856.456
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one of the performance metrics used to evaluate algorithms. The accuracy of machine learning algorithms can
be determined using the datasets used for training and testing. Early identification is critical for developing the
most effective treatment for cardiac problems. In this study, the PD-SS-based DLMNN is used to forecast
cardiac disease and quantify severity levels. The proposed method is separated into two stages: the first is
used to forecast cardiac disease, while the second is used to estimate severity levels. The disease prediction
step encompasses data collection, pre-processing, feature extraction, and classification. Three stages are
involved in estimating the severity level: pre-processing, feature extraction, and severity level prediction.
Two metrics are used to evaluate the recommended system’s performance.

The new DLMNN approach is compared against existing Linear Regression, Random Forest, Nave
Bayes, and KNN algorithms in terms of accuracy, precision, recall, and f-measure. The proposed method
achieves a precision of 94.21%, an accuracy of 92.38%, an F-score of 92.38%, a recall of 94.62%, and a
precision of 93.86%. In general, the results indicate that the proposed DLMNN-based PD-SS approach is
more efficient than existing methods. PD-DD based on DLMNN. This algorithm is primarily intended for
use in prediction systems for heart disease, but it has the potential to be applied to a range of other
critical diseases in the future. Machine learning algorithms will become more prevalent in the future for
the best analysis of cardiac problems and for earlier disease prediction, with the goal of lowering the
incidence of mortality cases through enhanced disease awareness.
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