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Abstract: Accounting Information System (AIS), which is the foundation of any
enterprise resource planning (ERP) system, is often built as centralized system.
The technologies that allow the Internet-of-Value, which is built on five aspects
that are network, algorithms, distributed ledger, transfers, and assets, are based
on blockchain. Cryptography and consensus protocols boost the blockchain plat-
form implementation, acting as a deterrent to cyber-attacks and hacks. Blockchain
platforms foster innovation among supply chain participants, resulting in ecosys-
tem development. Traditional business processes have been severely disrupted by
blockchains since apps and transactions that previously required centralized struc-
tures or trusted third-parties to authenticate them may now function in a decentra-
lized manner with the same level of assurance. Because a blockchain split in AIS
may easily lead to double-spending attacks, reducing the likelihood of a split has
become a very important and difficult research subject. Reduced block relay time
between the nodes can minimize the block propagation time of all nodes, resulting
in better Bitcoin performance. In this paper, three problems were addressed on
transaction and block propagation mechanisms in order to reduce the likelihood
of a split. A novel algorithm for blockchain is proposed to reduce the total pro-
pagation delay in AIS transactions. Numerical results reveal that, the proposed
algorithm performs better and reduce the transaction delay in AIS as compared
with existing methods.
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1 Introduction

Blockchain is an innovative application model of computer technologies such as distributed data
storage, point-to-point transmission, consensus mechanism, and encryption algorithm in the Internet era.
At present, the application of blockchain has been extended to the Internet of Things (IoTs), intelligent
manufacturing, supply chain management, digital assets transactions, and many other fields [1]. The
blockchain is derived from the underlying technology of Bitcoin. In 2008, a scholar under the pseudonym
“Satoshi Nakamoto” proposed a digital currency called Bitcoin. The traditional currency system usually
has a unified agency or an authoritative third-party as the central node to handle all transactions, and
Bitcoin subverts this design, so that people who do not trust each other can directly use Bitcoin to
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conduct transactions without any authoritative intermediary coordination. Also, they can pay and maintain a
distributed public ledger in the peer-to-peer network using consensus and incentive mechanisms, and the data
in the ledger ensures the security and legitimacy through cryptographic algorithms [2—5].

A block is a data structure in Bitcoin used to record and confirm transactions. It is generated by some
nodes in the blockchain network called miners, and the process of miners constructing blocks is called
mining. A transaction after creation is broadcasted to the whole network, and miners then collect and
verify these transactions, and store the legal transaction data in the local transaction pool. After the
transaction reaches a certain number, the miners start to construct blocks with these transaction data.
After successful mining, the miner will broadcast its constructed block to the whole network. The node
that receives the block will verify and confirm the block, add the legal block data to the header, and
continue outward propagation. The blockchain consist of many blocks connected end-to-end, and each
block records the transaction data of the system for a period of time. When a block b is still being
propagated, another conflicting block b’ finds and it is propagated. Thus, a blockchain split will be
generated [6]. Among them, block ' is generated by nodes in the network that do not know block b.
Literature [7—8] found that when a blockchain split occurs at the same time, there may be transactions
that spend the same bitcoin on blocks of different branches, which is easy for attackers to conduct
double-spending.

Reference [9] gives the formula for calculating the blockchain split probability P:
Proi =1 (1=Py) [ (1 =f(0)at n
0

Among them, f(¢) is the percentage of nodes that receive the block after the block propagation time #; F
is a discrete random variable used to count the generation of other nodes that have not received the block
when a block is being propagated and the number of conflicting blocks; Py, is the probability of mining a
block per second, which is uniformly and randomly distributed on all nodes, the faster the block
generation speed, the greater the Py,

Because —P, > —1 and fooo(l —f(¢))dt > 1, based on Bernoulli’s inequality, Eq. (1) can be enlarged
and approximated as [10]

Proy ~ Py % /000(1 — F(e))de @)

Eq. (2) shows that the fork generation probability P is approximately proportional to the block
generation probability P,. The faster the block generation speed, the greater the Py, the greater the fork
generation probability P, and the easier forks to appear. At the same time, the probability of fork
generation P is inversely proportional to the speed of block propagation. The faster the block propagation
speed, the larger the f(¢), the smaller the probability of fork generation P, and the less likely fork to
appear. By reducing the block generation speed or increasing the block propagation speed to reduce the
probability of blockchain forks, Bitcoin maintains the stability of the block generation speed by adjusting
the difficulty target value, which becomes important for reducing the probability of blockchain forks.

The main contributions of this paper are as follows:

1) The optimal propagation path problem in the blockchain network is formally defined, and based on
this, a novel algorithm for the optimal propagation path with low time and message complexities is
proposed. By deploying the propagating path from source node has the lowest propagation delay;

2) An incremental update algorithm for the optimal propagation path is proposed when the change of the
blockchain network topology leads to the need to delete edges and nodes, and insert them on the
generated optimal propagation path. It reduces the required time and message complexities;
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3) Examine the requirements that must be met for the incentive function to incentivize all nodes along
the created optimum propagation path to propagate transactions and blocks. Define the reward fee
sharing function, which is placed in the reasonable distribution of reward fees among all nodes on
the propagation path, as the incentive function that meets the requirement. As a result, nodes are
encouraged to propagate transactions and blocks so that they can eventually reach the whole network;
4) A method of signing the propagation path is proposed to ensure the security of the propagation path;
5)The time and message complexities of the optimal propagation path generation and maintenance
algorithm are theoretically analyzed;

6) The number of messages and the delay of the proposed and existing methods under different network
topologies, node scales and node degrees are compared.

2 Literature Review

At present, there are three main types of solutions to the blockchain fork problem. (1) Through the
consensus algorithm [10—19], the system finally converges to a stable state with only one blockchain
branch after the fork occurs, but this method does not reduce the probability of forking; (2) By specifying
a special node to be responsible for the whole process of transaction and block verification and
confirmation [20-24], or adding synchronization restrictions to increase the global scope of transaction
and block verification and confirmation operations orderly [25], thereby avoiding the occurrence of forks,
but reducing the decentralization characteristics of the blockchain network, and the additional
synchronization limit will lead to a large synchronization overhead; (3) To reduce the likelihood of splits,
optimize the blockchain network’s transaction and block propagation algorithms. The study on lowering
the likelihood of forks in blockchain networks by improving block and transaction propagation methods
falls into three categories: optimizing blockchain network structure, propagation behaviour of a single
node, and pipelining the propagation process.

2.1 Optimization of Blockchain Network Topology

The blockchain network uses a peer-to-peer networking method to connect all nodes together. Each node
in the network has equal status and is connected and interacted with each other in a flat topology. There is no
central special node and hierarchical structure. It will undertake network routing, verify transactions and
blocks, propagate it using the Gossip protocol, and discover new nodes [26]. Each node in the blockchain
network randomly select neighbor nodes to establish connections. Thus, the propagation delay between
adjacent nodes may be longer. At present, some research works optimize the topology of blockchain
networks to speed up the propagation of transactions and blocks.

In order to minimize the number of routing hops between any two nodes, reference [26] connects each
node in the network by constructing a star-shaped subgraph used as a central communication hub to reduce
the number of nodes sending transactions and blocks and the number of routing hops between other nodes,
thereby speeding up the propagation. Reference [27] implemented a connection pool that maintains
4000 open connections, which can connect to each node of the advertised address, and less than
4000 nodes can be reached each time. Therefore, only two routing hops is deployed between any two
nodes connected to the central communication hub. Reference [28] proposed a blockchain network based
on super nodes (BCBSN) clustering protocol. The goal of this protocol is to cluster based on the locality
of nodes. In each cluster, a node is designated as the cluster head. Each common node is only connected
to one cluster head node and that is connected to other cluster head nodes, which reduces the number of
routing hops through which transactions and blocks are propagated. Experimental results show that the
variation ranges of transaction and block propagation delay in BCBSN protocol increases with increasing
the number of connected nodes. As the number of hops decreases through which transactions and blocks
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are propagated, the transaction and block propagation delay in BCBSN protocol increases. The magnitude of
change is also reduced. The locality of nodes in the same cluster reduces the propagation delay of
transactions and blocks. Reference [29] proposed a location based clustering (LBC) protocol. The goal of
LBC protocol is to reduce the distance between adjacent nodes in the blockchain network by clustering
nodes according to their locations, thereby reducing the propagation delay of adjacent nodes. The
experimental results show that the distance based on the geographical location of nodes better defines the
clustering structure, which optimizes the performance of transaction propagation. Compared with the
BCBSN protocol, the LBC protocol can more effectively reduce the propagation delay of transactions
and blocks, and the variation is smaller than that of the BCBSN protocol. Reference [30] proposed a
bitcoin clustering based on ping time (BCBPT). The BCBPT protocol is based on the ping between
nodes and deploy latency clusters nodes to reduce the propagation delay of adjacent nodes in a
blockchain network. The experimental results show that compared with the LBC protocol, the BCBPT
protocol better defines the clustering structure, enabling it to optimize the transactions and block
propagation. The fundamental reason for its performance improvement is that the geographically adjacent
nodes may be far apart on the physical network, and the use of ping delay can more accurately measure
the physical distance between the nodes, thereby reducing the distance between adjacent nodes. The
experimental results show that, the smaller the physical distance threshold is set, the smaller the
propagation delay of transactions and blocks. Compared with the LBC protocol, the BCBPT protocol can
more effectively reduce the propagation delay of transactions and blocks, and has less variation.

2.2 Optimization of Single Node Propagation Behavior

In order to avoid sending transactions and blocks to nodes that have already received from other nodes
during the propagation process, the nodes do not directly forward the received transactions and blocks to
neighboring nodes. But when they are completed after verification, the directory message-inv (inventory)
is first send to the neighbor node to notify the availability of the transaction and block. The forwarding
process of transactions and blocks on a single node is shown in Fig. 1. Among them, the inv message
contains the set of hash values received and available by sending node A, and the getdata is a requesting
message. Once node A completes the difficulty check and the verification of transactions and blocks, the
node notifies its availability by sending an inv message to the neighbor node B. If B receives the inv
message and finds that the transaction and block does not exist locally, it will send a message to node A
using getdata message to request transactions and blocks. Then, node A sends transactions and blocks to
node B. Among them, the difficulty check includes the node hashes of received block to verify the proof
of work, and the calculated hash value is compared with the current difficulty target value. In this
manner, each transaction and block generated is broadcasted from the source node to the entire network.
The transactions and blocks are propagated every time they pass through and a node will have a
propagation delay. The propagation delay consists of the transmission time, the difficulty checks time, the
local verification time, and the block. It includes the transmission time of the inv, getdata, and transaction
and block messages. Every transaction in the block needs to be verified when validating.

It can be seen that the main factor that causes the block propagation delay is the time it takes for nodes to
verify the block before broadcasting it to the network. The block verification time is closely related to its size.
Due to the propagation process, the nodes on each hop need to verify the block before forwarding it to the
neighbor nodes. Therefore, the propagation delay is proportional to the length of the propagation path. The
block verification process can be divided into two stages such as difficulty checking and block verification.
The difficulty checking consist of nodes hash received block to verify the workload and compare the
calculated hash value with the current difficulty target value. In addition, the node will also check the
received block as the new block is a copy of the recently received old block, and deploys it as its
predecessor to prove that the new block is not a resubmission. Therefore, verification is required for
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every transaction in a block. As long as the difficulty check has been completed, the block or transaction can
be forwarded to the neighboring nodes before verification. Therefore, the authors in [31] proposes that the
propagation behavior of each node can be changed to once the difficulty check is complete, the node sends an
inv message instead of waiting for a longer transaction and block validation to complete before sending the
inv message, and before validating the block or transaction, it can be forwarded to the neighboring nodes, as
shown in Fig. 2. However, any changes to the propagation behavior of nodes in the network must be censored
to reduce the possibility of being abused by attackers to damage the network. In particular, forwarding
unverified transactions and blocks may allow an attacker to send any amount of data, which is
immediately forwarded to some nodes in the network, resulting in a distributed denial of service (DDoS)
attack. However, since generating an illegal block that passes the difficulty check and generating a valid
block has equal difficulty, this change in node propagation behavior does not increase the risk of a DDoS.
Although, this method accelerates the propagation of each hop along the propagation path, if
implemented only on a single node that is not highly connected, the overall impact of propagation delay
reduction is less.
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Figure 1: Propagation illustrations of nodes A and B
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Figure 2: Propagation optimization
2.3 Propagation Pipelining

Reference [9] proposes a method to pipeline the process of block and transaction propagation. That is,
once a node receives an inv message, it will immediately forward the message to the neighbor nodes without
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first difficulty checking and verification. As shown in Fig. 3, after node A receives the inv message, it
immediately forwards it to neighbor node B. This method reduces the round-trip time (RTT) between
neighbor nodes by announcing the availability of blocks or transactions in advance. The received getdata
message will be queued until the block or transaction is received, and after the difficulty check has been
completed, it is send to the requesting neighbor node. An attacker may announce any number of blocks
or transactions without providing the requested block or transactions. The nodes that receive these spam
announcements forward them to neighbors. Once a node detects that a neighbor is announcing a block or
transaction that it cannot provide, the node revert to its original behavior after announcing is first
validated before a block or transaction. Even though, this method causes nodes to forward inv messages
that cannot provide blocks or transactions, since it size is small, it has little effect on the propagation
delay. Although, this method speeds up the propagation per hop along the path is eliminated, but if
implemented only on a single node that is not well-connected, it will have less effect on the reduction of

overall propagation delay.
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Figure 3: Instantaneous inv pass on process

To sum up, the existing literature have adopted three methods: optimizing the blockchain network
topology, optimizing the propagation behavior of a single node, and pipelining the propagation process
method to a certain extent. It accelerates the spread of transactions and blocks, but there are still three
shortcomings:

1) It reduces the delay or the number of routing hops, but does not necessarily decrease the total
propagation delay;

2) The Gossip protocol will cause loops, which will generate a large number of communication
messages in the network;

3) Based on the premise that all nodes on the propagation channel will continue to transmit incoming
transactions and blocks, some nodes may not decide.

Aiming at these three problems, this paper first generate and maintain the optimal propagation path with
the minimum total propagation delay with low time and message complexities, and defines the excitation
function that stimulates each node to propagate, so that the transactions and blocks are quickly
propagated throughout the network with fewer generation of communication messages.
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3 Optimal Propagation Path Incentive

Firstly, the optimal propagation path problem in the blockchain network is formally defined, and based
on this, we study how to generate the optimal propagation path in a short time and with a small number of
communication messages generated. Make transactions and blocks propagate along this path with the lowest
total propagation delay, and study how to incrementally update the optimal propagation path when the
blockchain network topology changes, making the required time and message complexities degrees are
small. Further, we defined the incentive function that can motivate all nodes on the generated optimal
path to flow.

3.1 Definition

When a node in the blockchain network generates a transaction or a block, the transaction and block
need to be propagated. To enable them to be quickly propagated to other nodes, it is necessary to
construct a starting node from the source node with optimal propagation path which minimizes the total
propagation delay. The problem can be formalized as follows. Suppose a graph G = (V, E, W) represents
the blockchain network, where V' represents the set composed of all nodes, E represents the set of edges
established between nodes in the blockchain network, and W represents the set of edge weights. The total
number of nodes n = | V|, each edge e = (v;,v;[v; € ¥, v; € V,0 <i <n—1,) have a weight w,, which
represents the propagation delay from node v; to v;. The optimal propagation path problem is to find a
spanning tree 7 = (V,E')|E' CE of a graph G, and minimize the total propagation delay, that is,
generate minimum spanning tree of graph G as ) w,.

ecT
3.2 Optimal Propagation Path Generation

The communication model between nodes in a blockchain network is assumed to be a synchronous
congestion model for distributed communication. Each node v in the graph G = (V,E, W) runs on a
single processor, which is based on a synchronous loop O(logn) messages for communication. Assume
that all edges have weights of at most a polynomial of 7 or limit the message size to O(1) times the edge
weights or the node identifier size. At the beginning of communication, each node v knows its unique
node identifier, denoted by id(v).

The improved Boruvka algorithm [32] is used to generate the optimal propagation path. After the
algorithm is executed, each node v needs to know which edges belong to the minimum spanning tree.
Assuming that the minimum spanning tree is unique, the only connected subtree of the minimum
spanning tree is called a segment. If for each 1 <i <A, F; is a segment, and these segments are
disconnected, and Uﬁ':l V(F;) =V, the set {Fy,F,,...,F} is the minimum spanning tree forest. For
parameters o and f, if the minimum spanning tree forest F' contains at most o segments, and the
maximum diameter of the segment is f, F can be called a (o, §) forest. Among them, the segment
diameter of F; is the node pair (u,v)|u,v € V(F;), the diameter of the minimum spanning tree forest F' is
the maximum of the diameters of all its segments. If for each segment F; € F' in the minimum spanning
tree forest F, in the minimum spanning tree forest F’, there is a fragment in all that contains fragment F;,

namely V(F;) C V(F;) and E(F;) C E(F,), then the minimum spanning tree forest F’ is a roughening of
the minimum spanning tree forest . For a rooted tree 7 and a non-root node v in tree 7, denote the
parent of node v in tree 7 by n7(v). For node v, use F l’ eF' V(F;)E (F;), id(v) represents the identifier

of node v.

For each fragment F;, there is a designated root node r#(F;), and the identifier id(F;) of F; is set to the
identifier id of the root node id(rt). The generation process of the optimal propagation path is:

1) Construct an auxiliary breadth first search (BFS) tree 7 for the graph G whose root node is 7¢. Each
base segment F; € F has its assigned root node rr,. In the tree 7, each node v of is capable of routing
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messages from the root node 7 of tree 7 to the root node 7, of each base segment F;, where each base
segment belongs to a subtree 7, of tree t whose root node is v to compute its interval for each
node v € ¥ (7), e.g. for each node pair (u,v) in V if they belong to the tree t respectively, different
branches of their intervals are disjoint. If a node with a longer interval is an ancestor of a node with
a shorter interval in the tree 7, then their intervals are nested. Given these intervals, when node v
needs to put the message is routed to the root node 7z, of the base fragment F; (where each node
€ V(t,)), it will find the child node u of node v whose interval /(u) contains /(rs,), and send the
message to node u.

2) Considering the case when D < /n, where D is the diameter of the graph G, let it be assumed that ;
stages of k = y/n. The Boruvka algorithm have been executed, which starts from F, and obtains the
rough forest F;(j = 0,1,2,...), then perform the next stage which is to construct a rough forest Fj,
of F; (also a rough forest of ). Assume that each node v knows the identifier of its base fragment
F,, and that v belongs to identifiers of segments of Fj. For each neighbor u of v, assume that v
knows the identifiers of F,, while the root node rt is assumed to know the identifiers of all base
segments, and at stage j(j = 0, 1,2,...) starts with 7¢ knowing the identifiers of all fragments of Fj,
and for each base fragment F; € F' the root node knows the identifiers of the roughened fragments
F e Fj. To ensure that the inductive base j = 0 holds, after building the base minimum spanning tree
forest, each node v updates its neighbor nodes with the identifier of F,, and also performs the upward
direction of |Fy| < n/k identifiers of the base segment on the BFS tree t transformation. Compute
the edge e(u, v) with minimum weight connecting the sum of nodes u € V' (F) on each base segment
F; € Fy in parallel F € F; fragment to roughen.

3)Send all O(n/k) = O(+/n) messages on the attached BFS tree 7 to the root node r¢ of the tree 7, which
is done through a pipelined convergent broadcast process. Where each intermediate node u of the tree t
sends its parent node n;(u) forwards the edges with the smallest weights on each segment, and these
edges are initially stored on a certain node of the node set z of the subtree 7, whose root node of the
tree 7 is u and £ € F;.

4) The root node 77 calculates its minimum weight output edge locally for each fragment £ € Fj and
calculates the fragment graph locally, whose graph nodes are the fragments of Fj, the edges of the
graph are the minimum weight output edges, and calculates the minimum spanning tree forest Fj..
For each base fragment F; € F, the root node ¢ knows the identifier of the fragment that roughened
the base fragment, and knows that the identifier of the roughened fragment also roughened F;. The
root node ¢ total of |F| messages are sent on 7, and each message has the form where F; is also
roughened. Each message is appended with a target interval /(r#(F;)), and along 7 only from 7t to
FieF, F e Fj;1 path of rt(F;) for routing.

5) The root node r, of each base fragment F; € F broadcasts the identifier of the new (j + 1)th layer

fragment to all nodes in F;. At the same time, each node v uses its new identifier id <F ) of the
fragment £ € F;1 at layer (j + 1) updates its neighbors in G.

Optimal Propagation Path Updating
When the change of the blockchain network topology leads to the need to delete edges and nodes on the

generated optimal propagation path, the node label-based update strategy can be deployed. As shown in
Fig. 4, when deleting edge e(l, 4), the generated optimal propagation path becomes two different
connected components. Labels 1 and 2 are assigned to node 1 and 4, respectively, and then node 1
assigns the connected component to which it belongs. Nodes 2, 3, and 5 are marked as 1, and node 4
marks both nodes 4 and 6 on its own connected components as 2. Run the optimal propagation path
generation algorithm on the generated two new connected components, namely a new optimal
propagation path can be generated. When multiple edges are deleted, a thread is created for each deleted
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edge, and the tag-based update algorithm is run separately. When the deleted node v is a leaf node, no update
is required. If the deleted node v is a non-leaf node, it assigns different identifiers to its neighbor nodes. These
neighbor nodes will initiate a marking process and use their identifiers to mark all nodes in the connected
components to which they belong. If the deletion degree is d, the non-leaf node v will generate d
different connected components, and run the optimal propagation path generation algorithm on these d
connected components to generate a new optimal propagation path.

— O

Figure 4: Pictorial illustration of removal of edge

When inserting an edge, we can find the common ancestor with the smallest identifier through the two
nodes of the newly inserted edge, and then find the loop generated after the edge is inserted. Then delete the
edge with the largest weight in the loop to get the new maximum weight optimal propagation path. As shown
in Fig. 5, when inserting e(2, 3), first find the common ancestor of nodes 2 and 3 with the smallest identifier-
node 1, and then find the cycle (1, 2, 3), since e(1, 2) has the largest weight, after deleting the edge, a new
optimal propagation path will be obtained. When a new node is inserted, the new node will be the same as
some existing nodes in the blockchain network are connected, so some new edges will be generated.
According to the order of the weights of these edges from small to large, the optimal propagation path
update algorithm when inserting edges is executed in turn to complete the update when inserting new nodes.

3.4 Excitation Function

Consider the Sybil verification problem under 1-connected networks and other types of networks.
Among them, k-connected network means that removing & — 1 nodes will not make the network
disconnected. A Sybil node is a fake node with the same neighbor nodes as the original node, it does not
increase the network connectivity, nor does it increase the probability of a block owner. In order to not
introduce Sybil nodes in a 1-connected network, the reward fee needs to be shared between the first
propagation node and the block owner. Namely, makes it impossible to have a Sybil verification incentive
mechanism in a 1-connected network. In a 2-connected network, there are multiple paths between any
two nodes including the client and block owner nodes, and the nodes introduce Sybil by following the
Sybil verification conditions. The Sybil verification condition can be expressed as

k1 Vs 2 1 fy > ) R G)
i=0

Among them, f[ﬁ represents the reward fee shared by the i-th node (1 < i < k) on the propagation path of
k, where k represents the reward fee shared by the block owner. The reward fee shared by the Sybil node does
not exceed the incentive of the block owner.
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Figure 5: Pictorial illustration of inclusion of edge and update

Transaction propagation decisions can be understood as simultaneous moves in a game where one party
takes action without knowing the strategy of the other party. All nodes are assumed to be rational, and in
deciding their respective actions, it is inferred that other parties will also act rationally. Some nodes will
cooperate with each other. It is assumed that the neighbors who collude with each other have shared all
information and act as a whole, that is, combined into a single node that can be regarded as a Sybil node.
Through theoretical analysis, conclusions 1~3 can be obtained. Among them, N denotes the set of nodes
that already know the transaction T; N,’é’T represents the set of nodes that do not know the transaction T
yet; N}f,,g represents the set of nodes seen from the perspective of node n that includes the node » itself
and already knows the transaction 7'; 7(n;) represents the probability of node n; becoming the owner of
the block, also known as the ability of node ;.

Conclusion 1. The propagation decision of a node has nothing to do with the probability of its neighbor
nodes becoming the block owner, but is related to the relative probability that it knows the transaction relative
to other nodes, and a rational node will propagate the transaction to all nodes or not to any node.

Conclusion 2. There is a node n € N, N,’\’,KT # ¢, where the distance between n and the client node of
transaction 7 (cr) is k if:

L)
i, _mn) 4)
f[lli] ”(NK’T)

That is, the ratio of the reward fee shared by the £-th node on the propagation path of length £ + 1 to the
reward fee shared by the block owner is greater than the ratio of the ability of node n to the ability of nodes
that know transaction 7'. Then, all neighbors of node » will know that the transaction represents the set of
nodes NIZ’T that contain node n itself, as seen from node n’s point of view, and that already know the
transaction 7.
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Conclusion 3. For some constant C € (0, 1), let f[,f]* I'>Cx f[,’i] will continue to expand until no more

nodes N} have n € N{ neighbors in N and the n(n) < C x m(Ny T) fixed conditions f[lg]* '>Cx f[’;] are
satisfied to support the block owner, we get:

Vk, fit = C x fif )

Eq. (5) shows that the reward fee shared by the &-th node on the propagation path of length £+ 1 is a
constant multiple of the reward fee shared by the block owner.

From conclusion 1, the probability of a neighbor node becoming a block owner does not have any effect
on the decision of node’s propagation. Unless the reward fee received is reduced, which is caused by later
actions such as increasing the path length, conclusion 1 will be satisfied. If the reward fee shared by the
propagating node does not increase with the length of the path, then the propagating node will not be
affected by any subsequent actions, which can be expressed as:

Vi <k, £l > )

Based on the above analysis, it can be concluded that an ideal incentive fee sharing function should
satisfy the necessary conditions as follows:

1) The introduction of Sybil nodes into the network will not have any beneficial effect on the nodes on
the propagation path;

2) There should be enough incentives for rational nodes to be willing to propagate transactions and
blocks, and make transactions and blocks eventually reach the entire network.

Based on these two necessary conditions and Egs. (3)—(6), it can be deduced that in an n-connected
(n > 2) network, if the total reward fee F' is based on:

i—1 .
k_{FxCU—C),1§z<k Rl

= Fx(a-0f" i=k

For sharing, each rational node whose probability of becoming a block owner is less than C will be
motivated to propagate transactions and blocks without introducing Sybil nodes. The reward fee sharing
function defined by Eq. (7) combines any transaction and total reward fee F' generated by the block is
allocated to £ nodes on the propagation path. Among them, & is the length of the propagation path, that
is, a total of k£ nodes participate in the verification and propagation of transactions and blocks. The total
reward fee F includes verifying transactions, blocks, and propagating transactions and blocks. f[ﬁ

represents the reward fee shared by node on the i(1 < i < k) propagation path; f[’;] represents the reward

k
fee shared by the block owner, and satisfies Zf[ﬁ = F with a constant C chosen based on network
i=1

connectivity.

4 Safety Assurance of Propagation Path

The optimal propagation path can be signed to ensure the security of the propagation path. M is used to
represent the propagated transaction or block message. When node u propagates message M to node v, node
u will get the corresponding reward and must first be ensured that node v cannot deny the fact that it received
message M from node u. If node u only signs message M, node v can create a fake node w to sign message M
once it receives the message, and declare that message M was sent from node w to node v. If node u encrypts
message M, node v that receives message M cannot verify its authenticity. Thus, on each hop of the
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propagation path, based on the sending node’s private key signs the message M, the public key of the
receiving node, and the reward fee x to be shared. Use u.pk and u.sk represent the public and secret keys
of' node u respectively, and the representations of the public and private keys of node v and node p are similar.

The way to sign the propagation path is shown in Fig. 6. Node p is the generating node of message M.
Before node p forwards message M to node u, it first asks node u for its public key u.pk. Next, the message
M, the public key u of the node u.pk and propagation cost x, that is, the reward fee x required by node p to
share, use the private key p of node p.sk to sign. Finally, node p will sign the message M,,_,, = (M, u.pk,x) is
sent to node u. The message is passed to the public key of node u.pk is signed to be sent exclusively to node
u, other nodes cannot receive it. Node u can only continue to propagate the received signed message M),_.,,,
but not the original message M. Assuming that node u continues to propagate the signed message M,,_.,, to
node v, node u transmits the message M, _.,,, and the public key v of node v. The reward fee x’ required to be
shared by v.pk and node v, using the private key node u.sk to sign, the signed message is
M, = (M,Hu, v.pk,x ) Only node v can receive the message, and can continue to propagate the
message M,_.,., to other nodes, and the process is similar to the process described by the message
M,_.,. 1f there is no further propagation after propagation from node p to node v, and the total reward
cost for propagating message M is 1. Then, the reward fee shared by node p is x, the reward fee shared
by node u is X, and the reward fee shared by node vis 1 —x — x'.

Node p generates M

v

Message from
node p to u

M, .= Signature of (M, u.pk, x) using p.sk

Message from

node 2 to v u= | Signature of (M,_,,,, v.pk,x") using u.sk

Figure 6: Message transaction procedure

The propagation path is said to be safe if and only if the message M to be propagated starts to propagate
from the source node p that generated it, and the sending node of each hop in the propagation process is the
receiving node of the previous hop. The above method of signing the propagation path ensures that the
sending node of each hop in the propagation process is the receiving node of the previous hop, thus
ensuring the security of the propagation path.

5 Theoretical Analysis of Algorithms
5.1 Complexity Analysis of Optimal Propagation Path Generation Algorithm

In the proposed algorithm, the time complexity of each node v updating its neighbor nodes with the identifier
of F,, is O(1). The time complexity of the upward transition process is O(D + n/k), and on each base segment
F; € F, the connection nodes u € V(F) and v € V\V(F ) are computed in parallel with the minimum time
complexity of the process of the weighted edge e(u,v) is O(k), sending all O(%) = O(y/n) messages on the
attached BFS tree 7 to the root node of the tree 7. The time complexity of the pipelined broadcast process on
rt is O(D + |Fj ), and the time complexity of the process of locally computing the fragment graph is

O(D + |F|). The root of each base fragment F; € F' process of node r(F;) broadcasting the identifier id (F /)

of the new (j + 1)-th layer fragment ' € Fj;1 to all nodes in F; has a time complexity of O(k), and each
node v uses the time complexity of the process of updating its neighbor nodes in G with the identifier of its

1
new (j + 1)-th layer fragment is O(1). For each j = 0, 1, 2, ..., there is ]FJH} < 7 X ‘FJ’ Among them,
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Fj11 and F; are rough forests, and the number of stages / = O(log n). Therefore, its time complexity is
O(D+n/k)+ Ok xlogn) + O((D+k+ |F| x logn)) = (’)((D—i—k—i—%) X log*n> =O(y/nxlogn) (8)

The message complexity of constructing the minimum spanning tree forest F s

O(|E|logn + nlogn x log*n ), the message complexity of the calculation interval is (’)(D X g—i— n>, and

the message complexity of each subsequent stage is (’)(D X %—i— |E| + n). When D <k, the total
message complexity is O(|E|logn + nlogn x log+n ). For D > n, when the parameter £ = D, the time
required to calculate (% , (’)(k)> for the minimum spanning tree forest ' = Fy, is O(D X log *n), and the

total number of messages generated is O(|E|logn + nlogn x log#n ). For each j =0, 1, 2, ... , the
time required for the jth stage of the algorithm is O(D + k + |F|) = O(D + k + n/k) = O(D), that is,
the total time required for all stages is O(Dlogn). Therefore, the time complexity of the proposed
algorithm is O((D + /n) x logn). Since the number of messages generated in each stage is
O(|E| +n+ D x |F|), that is, all / stages generate messages O((|E| 4+ n) x logn), therefore, the message
complexity of the proposed algorithm is O(|E|logn + nlogn x log*n).

5.2 Complexity Analysis of Optimal Propagation Path Maintenance Algorithm

When deleting edges and non-leaf nodes, the maintenance process includes the node labeling process
and the process of regenerating the optimal propagation path. Each connected branch executes the
labeling process in parallel. Among them, the time complexity of each connected branch labeling process
is O(logn), and the time complexity of the optimal path generation algorithm is O((D + /n) x logn).
Therefore, when deleting edges and non-leaf nodes, the time complexity of the maintenance algorithm is
O((D+ +/n+1) xlogn). The message complexity of the node labeling process is O(n), and the
message complexity of the optimal path generation algorithm is O(|E|logn + nlogn x logxn).
Therefore, when deleting edges and non-leaf nodes, the maintenance algorithm message complexity is
O(|E|logn + nlogn x log*n + n).

When inserting an edge, the time complexity and message complexity of the inserted edge are both
O(1). The time complexity and message complexity of the edge with the largest weight on the loop are
both O(1). Therefore, the time complexity and message complexity of the optimal propagation path
maintenance algorithm when inserting edges are both O(logn). The process of inserting a node is
equivalent to the process of inserting multiple edges. Therefore, the time complexity and message
complexity of the maintenance algorithm when inserting a node are both O(logn).

6 Experiments and Results
6.1 Configuration

Peersim-1.0.5 [33] is used to generate three different blockchain network topologies: random graph,
scale-free network graph based on Barabasi-Albert model, and small-world network graph based on
Watts-Strogatz. Based on the event-driven method, the propagation mechanism based on the Gossip
protocol in the blockchain network and the proposed optimal propagation path and incentive (OPPI)
propagation mechanism are simulated. The number of nodes n is set to 10, 100, 1000,
10000 respectively. The propagation delay between nodes is set to an integer in the interval [1,100] that
conforms to a uniform random distribution. The number of nodes are set to 2~8. The probability f of
node reconnection in the small-world model graph is set to 0.8. The propagation efficiency is measured
by the propagation delay spent.
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6.2 Results

In order to make the experimental results look more intuitive, we take the logarithm of 10 for the number
of communication messages and the propagation delay, respectively. Each experiment was performed
10 times respectively, and the average value of the 10 times was taken as the experimental result.

6.2.1 Number of Communication News

In order to observe the influence of the number of nodes on the number of messages, Figs. 7-9 compare
the number of communication messages between Gossip and OPPI under different numbers of nodes when
the network topology is different.
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. E OPPI(k=2)
5 I [ Gossip(k=4)
g ¢l B OPPI(k=4) -
é’) [ Gossip(k=8) .
& L O OPPI(k=8) ] 5
g 4 v :': b
E ¢ - :
2 4 g :
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10' 10° 10° 10*
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Figure 7: Evaluation of the proposed and existing algorithms under random graph
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Figure 8: Evaluation of the proposed and existing algorithms under scale-free graph

In order to observe the influence of node degree k on the number of messages, Fig. 10 compares the
number of messages of Gossip and OPPI under different node degrees’ £ when the number of nodes is
1000. In order to observe the influence of network topology on the number of messages, Fig. 11



IASC, 2023, vol.35, no.2 2303

compares the number of messages of Gossip and OPPI under different network topologies when the number
of nodes is 1000.
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Figure 9: Evaluation of the proposed and existing algorithms under small-world graph
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Figure 10: Evaluation of algorithms under different value of £ and 1000 nodes

The experimental results show that the number of messages generated by the propagation mechanism
based on Gossip and the propagation mechanism based on OPPI increases approximately linearly with
the increase of the number of nodes. The change of node degree £ and network topology has almost no
effect on the number of messages generated by these two propagation mechanisms. When the number of
nodes, node degree k& and network topology are the same, compared with the Gossip-based propagation
mechanism, the proposed method reduces the number of messages by 99%~99.1%. This is because, in
the Gossip protocol, the node will periodically randomly select neighbor nodes to forward the message,
and the node that receives the message will also repeat this step, so it is inevitable that the message will
be repeatedly sent to the same node, resulting in redundant messages. Moreover, since it is sent regularly,
even the node that receives the message will receive repeated messages repeatedly, which aggravates the
redundancy of the message. The number of messages generated by OPPI is O(n), while the number of
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messages generated by Gossip is O(n?). Therefore, compared with OPPI, the propagation mechanism based
on Gossip will generate a large number of communication messages in the network.
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Figure 11: Messages comparison of the algorithms under different topology and 1000 nodes

6.2.2 Propagation Delay

In order to observe the effect of the number of nodes on the propagation delay, Figs. 12—14 compare the
propagation delays of Gossip and OPPI under different numbers of nodes with different configurations
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Figure 12: Random graph evaluation of delay

In order to observe the influence of node degree k on propagation delay, Fig. 15 compares the number of
messages of Gossip and OPPI under different node degrees’ £ when the number of nodes is 1000. In order to
observe the influence of the network topology on the propagation delay, Fig. 16 compares the propagation
delays of Gossip and OPPI under different network topologies when the number of nodes is 1000.
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Figure 13: Scale-free graph evaluation of delay
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Figure 16: Delay evaluation under different topology value and 1000 nodes

The experimental results show that: with the increase of the number of nodes, the propagation delay of
Gossip and OPPI increases approximately linearly. Changes in node degree k& and network topology have
little effect on the propagation delay of Gossip and OPPI. When the number of nodes, the node degree k&
and the network topology are the same, the propagation delay of OPPI is reduced by 99.4%~99.98% with
respect to the traditional Gossip. This is because, the propagation delay of Gossip and OPPI is only
related to the number of nodes, and transactions and blocks in OPPI are propagated along the propagation
path with the smallest propagation delay, while Gossip randomly selects neighbor nodes to forward and
generate loop, which increases the propagation delay.

The above experimental results show that the number of messages and propagation delay of Gossip and
OPPI are closely related to the number of nodes. Compared with Gossip, the proposed algorithm has a
significant effect on reducing the number of communication messages and propagation delay. A good
balance has been achieved.

7 Conclusion

This paper first analyzes the quantitative relationship between the propagation speed of blocks in the
blockchain and the probability of split. This paper analyzes and summarizes three problems existing in
the existing research:

1) It only reduces the propagation delay or the number of routing hops between adjacent nodes, but does
not reduce the total propagation delay;

2) The dissemination method creates a huge number of information messages;

3) It is assumed that there is continuous number of nodes in during transactions.

Aiming at these problems, an optimal algorithm in blockchain network is proposed. The experimental
results indicate that, the proposed algorithm greatly reduces the number of messages and propagation delay
as compared with existing algorithms. Among them, compared with Gossip, the number of messages of the
proposed algorithm is reduced by 99%~99.1%, and the propagation delay is reduced by 99.4%~99.98%. The
next step is to simulate the situation where some nodes on are unwilling to continue to flow the received
transactions and evaluate the propagation coverage. The number of messages, delay and coverage of will
be evaluated on real blockchain network.
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