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Abstract: Nowadays, deepfake is wreaking havoc on society. Deepfake content is
created with the help of artificial intelligence and machine learning to replace one
person’s likeness with another person in pictures or recorded videos. Although
visual media manipulations are not new, the introduction of deepfakes has marked
a breakthrough in creating fake media and information. These manipulated pic-
tures and videos will undoubtedly have an enormous societal impact. Deepfake
uses the latest technology like Artificial Intelligence (Al), Machine Learning
(ML), and Deep Learning (DL) to construct automated methods for creating fake
content that is becoming increasingly difficult to detect with the human eye.
Therefore, automated solutions employed by DL can be an efficient approach
for detecting deepfake. Though the “black-box” nature of the DL system allows
for robust predictions, they cannot be completely trustworthy. Explainability is the
first step toward achieving transparency, but the existing incapacity of DL to
explain its own decisions to human users limits the efficacy of these systems.
Though Explainable Artificial Intelligence (XAI) can solve this problem by inter-
preting the predictions of these systems. This work proposes to provide a compre-
hensive study of deepfake detection using the DL method and analyze the result
of the most effective algorithm with Local Interpretable Model-Agnostic Explana-
tions (LIME) to assure its validity and reliability. This study identifies real and
deepfake images using different Convolutional Neural Network (CNN) models
to get the best accuracy. It also explains which part of the image caused the model
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to make a specific classification using the LIME algorithm. To apply the CNN
model, the dataset is taken from Kaggle, which includes 70 k real images from
the Flickr dataset collected by Nvidia and 70 k fake faces generated by StyleGAN
of 256 px in size. For experimental results, Jupyter notebook, TensorFlow, Num-
Py, and Pandas were used as software, InceptionResnetV2, DenseNet201, Incep-
tionV3, and ResNet152V2 were used as CNN models. All these models’
performances were good enough, such as InceptionV3 gained 99.68% accuracy,
ResNet152V2 got an accuracy of 99.19%, and DenseNet201 performed with
99.81% accuracy. However, InceptionResNetV2 achieved the highest accuracy
of 99.87%, which was verified later with the LIME algorithm for XAI, where
the proposed method performed the best. The obtained results and dependability
demonstrate its preference for detecting deepfake images effectively.

Keywords: Deepfake; deep learning; explainable artificial intelligence (XAI);
convolutional neural network (CNN); local interpretable model-agnostic
explanations (LIME)

1 Introduction

A Reddit user first created manipulated video clips called “deepfake” using TensorFlow [1]. The rise of
deepfakes has questioned the authenticity of any digital social content. Deepfake’s most widely used app is
FaceApp [2], which swaps faces. For authenticity, social media platforms such as Facebook and Twitter
detect and delete deep fake content. We can no longer take any video footage at its value because
deepfake makes it so simple to generate false scenes. It’s less about the death of truth and more about
the end of faith in the truth [3]. In separate videos, the face of Argentine President Mauricio Macri has
been swapped with the face of Adolf Hitler, and Donald Trump’s face has taken the place of Angela
Merkel’s [4]. The first known attempt [5] at making a deepfake image was seen in the image of
Abraham Lincoln. The Fox affiliate television station KCPQ (channel 13) broadcast a deepfake video of
American president Donald Trump [6], criticizing his appearance and skin color in January 2019.
Deepfake created all these fake videos containing wrong information, misleading the general public.
This creates chaos in society if not appropriately addressed. Deepfakes are used to create the biggest
scams, not only in videos but also in audio. In 2019 [7], the chief executive officer (CEO) of a United
Kingdom (UK)-based company was tricked by audio deepfakes into transferring 220,000 euros into a
Hungarian bank account. Many deepfakes include pornography of female celebrities without their
permission [8]. The easy availability of deepfakes has lessened the value of human dignity. A small
piece of software can generate a large number of deepfake videos that can be used to blackmail people.
It becomes difficult to tell the difference between genuine and deep-fake content. So, the lives of the
victims become so miserable that many of them commit suicide to compensate [9]. Fig. 1 shows
deepfake images.

According to a report [10] published in 2020, more than eighty-five thousand deep fake contents were
detected by December 2020. Every six months, the number of deepfake contents has doubled since the
observation started in 2018.
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Figure 1: Deepfake images [11]

Since the threat of deepfake has already been identified, methods for identifying deepfake are necessary.
Early approaches relied on manufactured features derived from glitches and flaws in the fake video. While
recent methods use Deep Learning (DL) to detect deepfake automatically. These DL models can be used to
achieve tremendous accuracy, sometimes even outperforming humans. This technique has greatly benefited
speech recognition, visual object recognition, object detection, and various fields [12]. DL algorithms
provide unprecedented flexibility and accuracy in many security and identification domain applications.
Even when trained just on statistical information, such algorithms have shown outstanding results on
benchmark datasets. But despite the amazing performance of these Machine Learning (ML) algorithms,
they can make mistakes too. Therefore, questions of trust and safety in ML are important [13]. Because
of the growing importance of ML algorithms, the European Union enacted the General Data Protection
Regulation (GDPR) [14], which includes a right to explanation. So, ML approaches should be
explainable, either by utilizing inherently interpretable models or by establishing new approaches.
Considering that only detection of deepfake images with better accuracy may not be enough, proper
information or explanation is also necessary to understand the exact characteristics to arrive at their
predictions. Thanks to the power of Explainable Al (XAI) [15], ML systems will now be able to explain
their reasoning, identify their strengths and flaws, and predict their future behavior.

Deep Learning has been applied in a variety of fields, especially in recognition [16] and detection [17].
Healthcare sector is a big gun of this technique recently such in medical imaging [18], sentiment analysis
[19], disease detections [20] and classifications [21] and so on [22]. Image recognition tasks have gotten
tremendous hype in the Deep Learning fields. New approaches have been thinned out by more broad
research platforms. Despite deepfakes being a relatively new technology, a lot of work has been
published regarding deepfake classification using deep learning. Many approaches are proposed in these
papers, including pairwise learning, Long Short-Term Memory (LSTM), convolutional traces, and VGG.
Some researchers [23] used Generative Adversarial Networks (GAN) to detect deepfakes. The authors
proposed a method that extracts a set of local features through Expectation-Maximization (EM) to detect
a forensics trace hidden in images. But targeting specific features sometimes misses vital points, which
could be a limitation that this work takes into consideration. Their best-performing architecture gave a
validation accuracy of 90.22%. The Convolutional Neural Network (CNN) [24] is very effective and
powerful in the field of image recognition and classification. This DL algorithm takes input images and
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assigns weights to different attributes to tell the difference between one image and another. CNN requires less
preprocessing compared to other classification algorithms. It can learn filters and characteristics after
training. Many researchers preferred the CNN method due to its effectiveness in detecting deep-fake
content. For example, a group of authors [25] used VGG to detect deepfakes. The image noise features
are highlighted using the SRM filter layer, the face feature is augmented, and the Celeb-DF dataset is
used to detect DeepFake face images. XAl model segmentation ignores image noise, which results in
better classification.Their best-performing architecture gave a validation accuracy of 85.7%. DenseNet is
built on a two-streamed network structure that accepts paired data as input. The researchers [26] used this
pairwise learning to detect deepfakes. Not only for deepfake images, but some researchers have also
worked to detect deepfake videos and audio. One of the approaches [27] proposes the idea of detecting
and extracting human faces from videos and then classifying them as real or fake. They used various
CNN methods, such as VGG, ResNet, and Inception, to detect deepfakes. This work compares different
CNN models with respect to accuracy and loss. Their best-performing architecture gave a validation
accuracy of 90.2%. Other researchers [28] implemented CNN algorithms for feature extraction from
every frame in a video to train a binary classifier that learns to efficiently differentiate between real and
manipulated videos. They used InceptionV3 and ResNet50 to detect deepfakes. Their best-performing
architecture gave a validation accuracy of 91.56%. By increasing accuracy, the proposed model achieved
an edge over the previous papers. The authors in the publication [29] applied recurrent convolutional
structures to deepfake detection from audio and video. They used a vector representation of the facial
region to detect deep fakes. Their best-performing architecture gave a validation accuracy of 97.83%.

DL algorithms have achieved excellent accuracy in the complex image classification and face
recognition fields. But it can be detrimental to rely on a black box with apparently good performance
outcomes without any quality control. Due to their nested non-linear structure, DL algorithms are usually
implemented in a black-box model. These black-box models are made up straight from data [30] by an
algorithm in deep learning, which means even those who develop this algorithm have no idea how
variables are combined to make any predictions. There is no clear cutoff point when a model becomes a
black box. Using XAI could solve this issue as complex models, such as ML or DL, with thousands or
even millions of parameters, are considered “black boxes” because their behavior is difficult to explain,
even when the model’s structure and weights are visible [31]. So, it is incapable of explaining decisions
and actions about how they reach their predictions to human users. Hence, this lack of interpretability
undermines trust in the outcomes. Explainability in DL provides a deeper understanding of how a model
works and how it decides without accounting for every detail of its calculations [32]. This explainability
leads to a better understanding and acceptance of the black box. XAl intends to establish more
understandable models while maintaining high accuracy. XAl is becoming increasingly popular in various
fields, and it is receiving increased research attention. Although few publications have been on image
classification and analysis, research on strategies for interpreting more complex DL models is rapidly
expanding. The authors of the paper [33] proposed a toolbox called “Neuroscope” that addresses the
issue by providing state-of-the-art visualization algorithms as well as freshly modified methods for
semantic segmentation of CNNs. One of the approaches [34] proposed a domain-specific explanation
system for skin image analysis. The authors applied Local Interpretable Model-Agnostic Explanations
(LIME) and presented the results using a Deep Neural Network (DNN) based image classifier, but for the
field of deepfake, LIME is still unused. LIME [35] was one of the first two most significant efforts in the
history of XAl A tool called Lime may identify features from an image or text that are accountable for
an ML model’s predictions. It is not model-specific. It can be applied to a large range of ML and DL
algorithms. By feeding the comparable model inputs and watching how the predictions change, LIME
tries to figure out the model’s most important features, or the major components that drive any given
choice. This method provides easy explanations, such as whether the model’s predictions are driven by a
specific word in a document or a feature in an image.
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All of the mentioned work has achieved great accuracy, and DL algorithms have shown excellent
performance. But because of the incomprehensible behavior of DL algorithms, there is a lack of liability
and trust in the outcomes. Sometimes, this risk of making a wrong decision may outweigh the benefits of
precision, speed, and decision-making efficacy. That is why XAI can help to understand and explain DL
and neural networks better. Transparency of results and model improvement justify the adoption of XAl
in the proposed method. The proposed study will use DL algorithms from CNN models to classify real
and deep-fake images, compare those CNN models’ accuracy, and determine which model produces the
best result. This research also explains which part of the image from the dataset caused the model to
make a specific classification using the LIME algorithm to assure the model’s validity and reliability.

This research uses XAl to showcase the image concentration of the sample images, which is novel in
detecting deepfake images with high precision. The usage of XAI makes the proposed method very
reliable for detecting deepfake. Also, a comparison between different DL methods will help future
researchers choose suitable methods for deepfake research, which paves the way for further improvement.

The paper is organized as follows: Method and Materials are conferred in Section 2. This section gives a
gist of the system model and the whole system. Then, Section 3 demonstrates the results and analysis. Lastly,
in Section 4, the paper ends with the conclusion.

2 Materials and Methodology
2.1 Dataset Description

The dataset used in this study for deepfake detection was acquired from the open-source website Kaggle
[36] to train and test the model. The total number of images in the dataset is 140,000. 70,000 images contain
real human faces, while the remaining 70,000 have deep faked human faces. Seventy thousand real images
were retrieved from Flickr-Faces-HQ (FFHQ). FFHQ is a high-quality image dataset of human faces, created
as a standard for generative adversarial networks (GAN). NVIDIA’s Style-Based Generator Architecture for
Generative Adversarial Networks was utilized to generate fake faces for the dataset. The images were
crawled from Flickr [37]. Figs. 2 and 3 show real faces and fake faces from the dataset, respectively.

s

Figure 3: Fake faces from the dataset

2.2 Proposed Framework

The term “deepfake” [38] is developed from the technology “deep learning,” a form of Artificial
Intelligence (Al). Deep Learning (DL) and neural network technologies used to generate fake photos and
videos that are difficult to distinguish from real ones are called “deepfake.” Models are trained on huge
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datasets to create fake content. The bigger the dataset, the more realistic the deepfakes become and the harder
it is to separate them.

The proposed framework intends to detect deep fake faces and later validate the model using
Explainable Al (XAI). After collecting the images, the dataset had to be split into a train, test, and
validation set. The splitting was done for the training, testing, and validation sets. For better training
output, the data was preprocessed. The first step in the method is to initialize to collect deepfake images,
much like a good dataset. After collecting the dataset, the next step is data cleaning and data
augmentation. Data augmentation is necessary because it makes the model more versatile and robust. It
creates a new data scenario for the model to learn from in the training phase. By doing so, when the
model faces unseen data, it can predict the output well. Data preprocessing is a big part of it also.
Preprocessing the data makes things easier for the model. Precise and correct data are necessary for
building a good model. After that, the proposed method has data splitting. In this phase, the main dataset
is divided into train, test, and validation sets. It is important to ensure that the datasets are balanced and
have an equal distribution of every data type. After splitting the dataset, the training set is used to train
the model with different DL methods like InceptionResNetV2, DenseNet201, ResNet152V2, and
InceptionV3. The model is validated with a validation set and a test set using different metrics like train
accuracy, validation accuracy, validation loss, etc. After the training phase is finished, the model can
predict an image. A sample unseen image from the test set will be taken for prediction and later verified
with XAI using the Local Interpretable Model-Agnostic Explanations (LIME) algorithm.

2.3 Data Pre-Processing

To ensure the images were properly processed, they have to be checked by plotting them using
Matplotlib. The images were cropped, and the face was centered. The images were rescaled to match the
RGB channel.

2.4 Data Splitting

The images were resized to 256 px and later split into the train, test, and validation sets. A total of
100,000 images were taken for the train set; another 20,000 each were for validation and test sets. Both
fake and real images were split so that the dataset remained balanced between the two classes. Fig. 4
shows the bar chart of the training, validation, and test sets after splitting the dataset.

2.5 Data Augmentation

The dataset was obtained through data augmentation. The augmentation process included image resizing
and rescaling. Consistent results were mentioned for the batch size. The training set was shuffled for every
epoch so that the model did not overfit or give repetitive results. Lastly, horizontal flips were added in the data
augmentation phase to make the model more robust for unseen test images. The data augmentation was
applied to the train, test, and validation sets. Lastly, fake images were labeled as 0, and real images were
labeled as 1.

2.6 Pre-Trained Models

Since the dataset was ready for the training phase, Deep Learning (DL) was chosen because the models
were already pre-trained with huge datasets. For the training phase, the InceptionResNetV2, DenseNet201,
ResNet152V2, and InceptionV3 models from TensorFlow were picked for the analysis. The dataset was
trained on these models and was closely monitored to find the best-performing model according to the
training and validation accuracy score and graph.
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2.7 Model Training

The system architecture provides an overview of the whole system. In this architecture, the first images
from training datasets will be taken for the training phase. Using different DL methods like
InceptionResNetV2, DenseNet201, ResNet152V2, and InceptionV3, the model will be trained. The
system will have different layers, namely global average pooling, a dense layer with 512 neurons, an
activation layer, and a classification with softmax. The average pooling layer will be flattened into a
single array. Thus, the training phase will conclude. Then, taking unseen data from the test phase, the
model will predict whether it is a deepfake image or a real image. Later, the same prediction will be
verified using Explainable Al (XAI), which uses the Local Interpretable Model-Agnostic Explanations
(LIME) algorithm. Fig. 4 gives the visual representation of the system architecture.
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Figure 4: System architecture

The model’s weights were kept the same, which was an “ImageNet” to detect the consistent comparison.
The model’s top layer was ignored, and the dense layer was changed accordingly for two neurons, which
have fake and real classifications.

Since TensorFlow provides different Deep Learning (DL) models, every model has its own unique
density and layer count. For comparison purposes, all the hyperparameters were kept the same for
comparison purposes to allow proper comparison between different DL methods. None of the different
models had any pre-trained top layer. The input shape of all the models was kept exactly the same as
224 px* 224 px with channel 3 for RGB format. The convolutional layer, pooling layer, Relu correction
layer, and fully connected layer are different layers of the CNN model. For the proposed model, the
global average pooling layer and activation layer of Relu were used with a density of 512. Additionally,
for hyperparameter tuning, batch normalization was used. Model overfitting is a common issue for big
datasets. To prevent this issue from happening, the proposed method implements a dropout of 0.2 before
training every batch of neurons. The models were trained with the previous weight of “ImageNet.”

The intention of the proposed framework is to detect deep fake faces and later validate the model using
XAI After collecting the images, the dataset had to be split into a train, test, and validation set, and the
splitting was done so that the train, test, and validation set remained balanced. For better training output,
the data was preprocessed. To make sure the images were properly processed, it has to be checked by
plotting the images using Matplotlib.

2.8 Model Validation

For model validation, every training phase had a checkpoint where the best performing model was
monitored according to validation loss and saved with a verbose of 1. This includes both the progress
bars and one line for every epoch. Also, to prevent the model from learning the same findings repeatedly,
the proposed model uses a reduction in the learning rate if a plateau is reached. The proposed model
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monitors the plateau using validation loss with a factor of 0.2 and patience of 3. When the minimum delta
reaches 0.001, the learning rate is reduced. As a result, the model only learns useful information and new
patterns. The training and validation set needs to maintain steps per epoch, which are calculated by

trainingsetsamplenumber

Stepsperepoch = 1)

batchsize
In the same way, the steps for the validation set were calculated.

validationsetsamplenumber
Validationsteps = P

validationsetbatchsize
Then the transfer learning model was trained with 20 epochs.

The proposed model was validated with other different methods also. The training history was plotted
using matplotlib. The history function of the training phase was stored, and the model accuracy and
validation accuracy graphs were plotted and compared simultaneously. The same method was followed
for training model loss and validation model loss.

In the third phase of validation of the model, the model was evaluated using the test set, which was
unknown data using the model evaluation function. Finally, the validation phase concluded by verifying
the model using Explainable Al (XAI).

2.9 Explainable AI

Deep learning models are considered black-box models because gaining a thorough understanding of the
inner workings of deep neural networks is unyielding. Most of the time, Artificial Intelligence (Al)accepts
the results without much explanation. This demands a system to explain these black-box models; thus,
Explainable Al (XAI) emerged. XAl gives clarification through visualization, analysis, masking, numeric
values, and the weight of features.

The Local Interpretable Model-Agnostic Explanations (LIME) algorithm was considered the best fit for
the black-box model because LIME is model-agnostic, which means that it can be used for different Deep
Learning (DL) models. As the proposed method went through a few comparisons between different DL
methods, it was important to pick a model-agnostic XAl algorithm. The LIME algorithm uses a
submodular pick to export the outcome of a model. The algorithm takes two variables, and first, using a
sparse linear explanation, the algorithm explains the weights of responsible features. Secondly, the
importance of these features is directly computed and later optimized using greedy algorithms. The
argmax function returns the final feature weight.

Sample image reading was done through a Python module named “pillow,” where the sample image was
converted, and an extra dimension was added to the array of the sample image. After that, the model had to
predict the sample image using the Argmax function. For the segmentation of the sample image, the
segmentation algorithm of the scikit image was used with the mark boundaries feature. The segmentation
algorithm had a parameter ratio of 0.2 and a maximum distance of 200. After segmentation, the sample
image was plotted using a color bar. Later, the sample image was verified using 3D masking.

To implement the LIME model and explain the black-box of deep learning, a Lime Image Explainer
needs to be created. For instance, when explaining an instance, the explainer takes the sample image as
an array, the predicted result of the sample image, its label amount, and the number of samples. In the
proposed method, after creating the explainer, the visual analysis of the explanation had to be shown
using a boundary. The image mask was verified using both positive-only and normal amounts.
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3 Results and Analysis
3.1 Training Factors

Following data augmentation, the model was trained for 20 epochs with a trained generator and
validation generator, resulting in good model accuracy for each model. In Tab. 1, the training factors have
been summarized. The Kaggle Kernel has been used for training the models. Adam is used as an
optimizer, and categorical cross-entropy is used as a loss function. Tab. 1 shows the list of materials and tools.

Table 1: List of materials and tools

Training factor Values

Platform Kaggle kernel

GPU Kaggle GPU (NVIDIA Tesla K80)
Optimizer Adam

Loss function Categorical cross-entropy
Learning rate 0.0001

Epoch 20

Batch size 64

3.2 Model Evaluation

Every model has been trained for 20 epochs, and the accuracy and loss value of the final epoch for each
model is shown in Tab. 2. After observing the table, it can be stated that every model has achieved train
accuracy of 100% and their train loss value is almost zero. Besides that, every trained model has
achieved decent validation accuracy. InceptionResNetV2 achieved the highest validation accuracy of
99.87% along with 0.56% of wvalidation loss. DensNet201 also performed almost close to
InceptionResNetV2. DenseNet201 achieved a validation accuracy of 99.81% along with a validation loss
of 0.71%. ResNet152V2 achieved a validation accuracy of 99.19% along with a 3.93% validation loss.
InceptionV3 achieved a validation accuracy of 99.68% along with a validation loss of 1.33%.
InceptionV3 and ResNet152V2 have higher validation losses than other trained models. So,
InceptionResNetV2 performed better than the other trained models.

Table 2: Model accuracy and loss

Model Train accuracy Train loss Validation accuracy Validation loss
InceptionV3 1.00 0.00009 0.9968 0.0133
ResNet152V2 1.00 0.00003 0.9919 0.0393
InceptionResNetV2 1.00 0.00001 0.9987 0.0056
DenseNet201 1.00 0.00001 0.9981 0.0071

To measure the performance of the trained models, all the models have been tested on unseen test data.
The test set accuracy has been shown in Tab. 3. All the models have achieved decent accuracy on the test set.
But compared to the other models, InceptionResNetV2 achieved the highest accuracy of 99.86%. The
InceptionResNetV2 model had more trainable parameters available than the model-selected models,
which had 55 million trainable parameters. Above all that, the InceptionResNetV2 model has batch
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Table 3: Test set accuracy

model.

Model Test set accuracy
InceptionV3 0.9965
ResNet152V2 0.9938
InceptionResNetV?2 0.9985
DenseNet201 0.9980
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These factors
InceptionResNetV2 model to score higher accuracy and have a good read of the validation and test images.

lead

the

In the accuracy and loss graph of every model, the accuracy rises dramatically after each epoch, and the
loss decreases with each epoch. Then, after 10 epochs, every model started achieving stable accuracy and loss
values for the rest of the epochs.

In Fig. 5, for InceptionResNetV2, the training accuracy was 95.18% in the first epoch and subsequently
increased with each epoch. The model’s validation accuracy was 96.82%, and it continued to rise until the
final epoch. After 10 epochs, the training loss was 0.008% and the validation accuracy was 99.82%. In the
final epoch, validation accuracy was 99.87% and the training loss was almost nil.
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Figure 5: InceptionResNetV2. (a) accuracy and, (b) loss graph

In Fig. 6, for DenseNet201, the training accuracy was 96.37% in the first epoch and subsequently
increased with each epoch. The model’s validation accuracy was 70.40%, and it continued to rise until
the final epoch. After 10 epochs, the training loss was 0.27% and the validation accuracy was 99.35%. In

the final epoch, validation accuracy was 99.81% and the training loss was almost nil.
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Figure 6: DenseNet201. (a) accuracy and, (b) loss graph

In Fig. 7, for InceptionV3, the training accuracy was 91.70% in the first epoch and subsequently
increased with each epoch. The model’s validation accuracy was 94.39%, and it continued to rise until
the final epoch. After 10 epochs, the training loss was 1.27%, and the validation accuracy was 97.69%. In
the final epoch, validation accuracy was 99.68% and the training loss was almost nil.
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Figure 7: IncptionV3. (a) accuracy and, (b) loss graph

In Fig. 8, for ResNet152V2, the training accuracy was 83.01% in the first epoch and subsequently
increased with each epoch. The model’s validation accuracy was 88.72%, and it continued to rise until
the final epoch. After 10 epochs, the training loss was 0.9% and the validation accuracy was 98.94%. In
the final epoch, validation accuracy was 99.19% and the training loss was almost nil.
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Figure 8: ResNet152V2. (a) accuracy and, (b) loss graph

3.3 Performance Validation with XAI

For deepfake analysis, it is very important to correctly identify real images to make the model
trustworthy, and Explainable Al (XAI) gives Deep Learning (DL)that transparency. Artificial Intelligence
(AI) needs to be ethically maintained in addressing any problems. The proposed method applied XAl to
all the DL models, and of all the models, InceptionResNetV2 gave the most precise black-box
explanation. For this reason, the InceptionResNetV2 model was chosen to detect deepfake and explain
the model.

The Local Interpretable Model-Agnostic Explanations (LIME) algorithm was applied to the proposed
model. The LIME algorithm is a popular XAl algorithm that can be used to explain image samples with
visual representation. LIME is a model-agnostic algorithm that approximates the local linear behavior of
the model. As a result, it can explain any model of Convolutional Neural Network (CNN) and Natural
Language Processing (NLP). The visual representation of the explanation is the easiest for any human to
understand. That is why the proposed model went for the visual approach.

Fig. 9 is a sample image of a human face taken to predict with the proposed model, and later it was used
to explain the blackbox model with the LIME algorithm. The image has been picked from the dataset, which
has not been preprocessed. The sample image is fully unseen in the proposed model. Unseen images give the
best outcome in evaluating the model. Using the neural network, the model predicted that the sample image
would be a deepfaked image. The model took the highest value of the neuron from the CNN method that had
the highest value for the classification result. XAl was later used to unveil the reasoning for this prediction.

To use the LIME algorithm, the function must be tuned to the desired parameter. The segmentation
algorithm was taken from the LIME wrapper of the scikit image, which marks boundaries along the
sample image’s high-weight areas. The segmentation algorithm had a ratio of 0.2 with a maximum dist of
2000. This process divides the sample image into a separate section using colorbar. Image segmentation
helps a lot in image recognition. Image segmentation extracts the key features of an image.By observing
the model segmentation in Fig. 10, it can be understood that it is the human face of a girl who is
laughing. It also separates the foreground from the background, which makes it easier for the blackbox
model to understand the real subject of the sample image. To give a correct prediction, understanding the
subject matter of the image is a must. Fig. 10 indicates that the proposed model has the proper training to
identify the subject matter of an image and can separate foreground from background. The key defining
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features of the sample image are isolated using image segmentation. The localization of the facial features
made the sample image easy to understand. While processing the sample image, the image was converted
into a collection of regions with masking. The common factor in all the small segmented parts is that, in
Fig. 10, they all have similar attributes. Performing image segmentation is difficult, but with the LIME
algorithm, it is possible to get a reliable outcome.

Figure 9: Sample image of human face
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Figure 10: Model segmentation

Next, in Fig. 11, it is very clear that the model has a proper understanding of the sample face. With the
help of 3D masking in the segmentation algorithm, the cheeks, teeth, and eyes are all separated. This 3D
image boundary makes the model more reliable and trustworthy. A scikit-learn image segmentation
function was carried out for the 3D boundary. In Fig. 11, the 3D masking creates a clear label around the
sample image to create a 3D depth of field around the face. This represents the model’s awareness that
the intended target is correct. A model boundary is a visual representation of the model’s understanding
of an unseen image. A properly defined 3D boundary represents good model training that will perform
well on unseen datasets. In practice, the DL model will face problems where defining boundaries will
result in correct predictions most of the time. XAl makes it interpretable and informational.
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Figure 11: Model boundaries

The LIME algorithm is model-agnostic and can explain both classification and regression models. The
proposed model uses the LIME image explainer. The image had to be a 3D NumPy array to maintain the
format of the explainer; otherwise, the explainer could not detect the image. It describes image prediction
by starting with a sample of 0 and inverting the mean-centering and scaling methods. Our model samples
the training distribution while it solves a classification issue, and when the value is the same, it creates a
binary feature that is 1. The instance from the LIME image generates neighborhood data after the
explainer is set. Explanations can be retrieved from the model after learning the weight of the linear
models locally. The highest weight of the prediction probability considered for that particular sample
image is shown in the top labels. Finally, the model can explain any prediction’s significant weight. For
the above sample image in Fig. 12, the model puts more emphasis on the red-highlighted portion of the
image, which matches the sample’s intended target. The red-highlighted portion was the face of the
person, so the proposed model prediction is based on the correct subject. Deepfake images of a human
face usually change key features like human eyes, nose, and mouth, and the proposed model shows
accountability in these areas of the sample images in Fig. 12 by marking these areas red while showing
image temperature. Sometimes the affected areas can be defined vividly, other times the model cannot put
any image temperature over that area, like in Fig. 13 in the hair regions.

0

Figure 12: Image temperature
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Figure 13: Image temperature (positive only)

Again, in Fig. 14, only the part that is only positive remains false in colored black. This makes looking at
the sample much easier. By focusing on the highlighted area, it is easier to identify deepfake images. It can be
easily understood that the factors for the prediction of the model are in the black zone. The sample image had
the face in the center, which is marked black using XAl The black box model gives a prediction of an image
using only the positive areas of a sample image. That is why a good model needs to be able to identify the
weighted zones. With the help of XAlI, the proposed model is proved to have a strong understanding of
unseen sample images.

The accuracy of the proposed model (InceptionResNetV2) was 99.87%. The training loss in the final
epoch for the model was almost nil with the most explicit black-box explanation. Moreover,
InceptionResNetV2 achieved the highest validation accuracy. Finally, XAl gives a clear understanding
and trust in deep neural models. XAl gives the user a hint behind the model prediction, so this approach
is more flexible and reliable. Users are more likely to accept the prediction of a model with XAI than a
blackbox model.

3.4 Model Comparison

The best trained models used in this paper were compared to those in the above-referred papers. The
accuracy is given in Tab. 4. With the help of Explainable Al (XAI), the accuracy of all our trained
models is efficient for detecting deep-fake images. In that study [23], the GAN system was used to detect
deepfake images with 90.22% accuracy. The accuracy of the study [23] is not high enough to be a stable
model. The proposed model in this paper has much higher accuracy than the model evaluation using
XAI, which makes the proposed model in this paper more robust. Besides accuracy, the study [23] does
not provide any concrete evaluation. The journal paper [25] used the VGG convolutional method to
detect deepfake face images. Again, the accuracy of the journal paper [25] is on the lower side. Also, the
image size of the dataset was only 128 x 128 px, whereas the method mentioned above uses a 224 X
224 px image. In the research paper [27], a transfer learning method based on the GAN architecture was
used to detect deepfake images. A few methods of transfer learning, like VGG16 and MobileNet, were
carried out in the paper [27], but every method gave average accuracy. The method mentioned in this
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paper has low validation loss and high validation accuracy. In the discourse [28], the transfer learning method
of the Convolutional Neural Network (CNN) architecture was chosen to carry out the research, which
achieved an accuracy of 91.56%. But the learning rate used in this research is 0.00001, which is very low
and makes it harder for any model to learn new information in a single epoch. Also, the batch size is
256, whereas the standard batch size is 64. In the study [29], recurrent neural networks were performed
to detect deepfake images with an accuracy achieved of 97.83%, which is good, but the model proposed
in this paper still has the highest accuracy. These are the conditions under which the proposed method
can help detect deepfake images.

Table 4: Result comparison with previous works

Paper Accuracy  This paper accuracy

In study [23]  90.22% 99.87%
In study [25] 85.70%
In study [27]  90.20%
In study [28]  91.56%
In study [29] 97.83%

4 Conclusion

The main objectives of this project are to classify real and fake images, show the accuracy of different
Convolutional Neural Network (CNN) algorithms, and lastly, verify and explain the model using Explainable
Al (XAI) so that it becomes clear which algorithm is more effective in detecting deepfake. Our research will
shed light on the use of and help in day-to-day life. The use of XAl in deepfake image detection is novel and
is exclusively present in this research paper. The proposed system provides 99.87% accuracy in detecting
deepfake images from real images. The results indicate that the proposed method is very robust at
detecting deepfake images and is also reliable and trustworthy because of the verification and integration
from XAI. The Local Interpretable Model-Agnostic Explanations (LIME) algorithm is also utilized in this
method to describe which component of the image from the dataset caused the model to create specific
classifications, ensuring the model’s validity and dependability. This will help future researchers select
CNN algorithms to differentiate between deepfakes and their effects. It will help people be aware of
deepfake content and will also give relative information about CNNs and their working procedures.
People can learn about choosing and training different datasets. If this system were available on the
market, it would save many people the hassle of dealing with fake content and fake information.
Advanced research will significantly improve the general state of this system and its explanation in the
future. Furthermore, the project can be improved by examining the model with updated transfer learning
methods from its new versions. Presently, XAl is limited to images, but in the future, video samples
could be validated by XAI. Also, the model could be directed to focus on specific features of a face to
detect deep fake images. These minor updates can make this model more versatile. It will yield
behavioral conclusions as well as important insights into the operations of deep networks. Researchers
may have to look at medical images to implement and get the best outcome from deepfake detection for
further medical analysis. This will increase trust in deep learning systems while also allowing for better
understanding and enhancement of system behavior.
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