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Abstract: Machine learning tasks such as image classification need to select the
features that can describe the image well. The image has individual features
and common features, and they are interdependent. If only the individual features
of the image are emphasized, the neural network is prone to overfitting. If only the
common features of images are emphasized, neural networks will not be able to
adapt to diversified learning environments. In order to better integrate individual
features and common features, based on skeleton and edge individual features
extraction, this paper designed a mixed feature extraction method based on reso-
nance filtering, named resonance layer. Resonance layer is in front of the neural
network input layer, using K3M algorithm to extract image skeleton, using the
Canny algorithm to extract image border, using resonance filtering to reconstruct
training image by filtering image noise, through the common features of the
images in the training set and efficient expression of individual characteristics
to improve the efficiency of feature extraction of neural network, so as to improve
the accuracy of neural network prediction. Taking the fully connected neural net-
work and LeNet-5 neural networks for example, the experiment on handwritten
digits database shows that the proposed mixed feature extraction method can
improve the accuracy of training while filtering out part of image noise data.

Keywords: Deep learning; feature extraction; resonance filtering; image
reconstruction

1 Introduction

Image-based machine learning tasks requires neural networks to select features that can identify images
well. Some scholars are devoted to the study of image feature extraction [1,2]. Feature extraction can be used
for image classification [3,4], image segmentation [4—7], target detection [8—11], attention mechanism of the
visual system [11-16] and other research directions. Images have individual features and common features,
which are adversarial and interdependent in image recognition. Overemphasizing individual or common
features can make neural network training problematic. How to analyze the individual characteristics and
common characteristics of images and use them reasonably is the key to solving the problem. After the
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image is rotated and stretched, the neural network can still learn the patterns in the data, and the noise of the
image will damage the training of the neural network.

There is still room for improvement in the accuracy of neural network feature extraction. In this paper,
resonance filtering is used to filter noise to improve the feature extraction accuracy of neural network.
Resonance filtering uses the resonance process to suppress the detuned signal by simulating a series
resonant circuit to filter noise data. Put the resonance layer on the input layer of the neural network, turn
off the output of the neuron whose error is difficult to reduce during training, and filter the “detuned
signal” in the input data to achieve the effect of filtering noise. Resonance filtering is an electrical
concept, which is rarely used in neural network structure. In this paper, frequency parameters are
introduced using resonance filtering, which simulates the sensitivity of neurons to data features and
extracts common features of images in the form of filtering.

The individual characteristics of the image can be realized by some image processing algorithms such as
skeleton extraction and edge detection. The classic K3M skeleton extraction algorithm [17] belongs to a type
of iterative boundary erosion algorithm. The algorithm uses contours to corrode the boundary of the target
image, gradually refines the target and extracts the skeleton. The symbolic images extracted by the skeleton
often conform to human understanding of structural features, reflect a highly concentrated state, and have a
high guiding significance for neural network training. Edge detection is usually in the initial stage of image
processing, and its reliability will directly affect the system’s understanding of objective reality. Generally
speaking, the boundary of the image is usually approximately equal to the boundary of the feature
distribution, such as Canny operator [18], PiDiNet [19], BDCN [20], edge detection method for infrared
image [21], semantic edge detection [22] and so on.

In order to better fuse individual features and remove image noise, this paper designs a resonance-based
feature extraction method. The position of the resonance layer is before the input layer, and the mixed method
mentioned in this paper will use the skeleton extracted by K3M, the boundary extracted by the Canny
algorithm, and the image filtered by the resonance filter to reconstruct the training image. The purpose of
the resonance layer is to improve the feature extraction efficiency of the neural network by efficiently
expressing the common and individual characteristics of the training set images, thereby improving the
accuracy of neural network prediction. The National Institute of Standards and Technology constructed
binary images of handwritten digits database, which is called MNIST. Using the handwritten digital
image database, experiments on the structure of the fully connected neural network(FNN) and LeNet-
5 [23] neural network show that the mixed feature extraction method consisting of skeleton, edge and
resonance filtering improves the accuracy of training.

2 Resonance Filtering

In this paper, due to the ability of the resonant layer to suppress detuned signals, the resonance layer can
monitor the error of the input layer and manage the input, indirectly participating in the neural network
inference process. Resonance layer using a mathematical model (see Eq. (1)) of the series resonant
circuit. The practical use of this kind of resonant circuit is mostly the filtering of electrical signals, and
this paper will use its mathematical model for the construction of the feature extraction algorithm.
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2.1 Resonance Simulation

The cerebral cortex visual field is composed of simple cells and complex cells, which fire in response to
properties of strip or edge-shaped visual sensory inputs [24]. The vision system contains a large number of
feature detectors edges and stripes of various widths and directions. This type of discovery or theory provides
a realistic basis and reference for the subsequent artificial neural network design. The visual information is
processed in parallel by many independent directions and spatial-frequency-tuned modules, which presents a
completely different perspective. On the premise of affirming the importance of neural linear operation
mechanism, the linear theory cannot fully explain the visual system. Our ability to perceive the details of
the visual scene is determined by the comparison between the relative size and the current details. Linear
theory may not be able to explain the contrast sensitivity of the visual nerve. This is an inspiration of this
paper to try to pretreat features by introducing input frequencies. The resonance layer realizes the filtering
effect of the input data.

Firstly, the input data is regarded as a current, and the data of each channel is the component of this
current, so as to introduce the frequency characteristics of the input data. Secondly, the neural network is
regarded as a critically stable state. In this state, the environment will force it to be in a hypothetical
natural vibration state. Any disturbance will destabilize this vibration, however the environment will
eventually return the vibration to its natural state. The frequency of this natural vibration is called the
ambient frequency of the resonance layer. This method uses a series resonant circuit to limit the circuit
current, and it establishes a filtering mechanism that enables the neural network to use the resonance
layer to suppress the input of “detuned data”. At the same time, the original image data is simulated as
the effective value of “current”, see Eq. (2).
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In Egs. (2) and (3), where the superscript / represents the neural network layer /, the subscript j represents
the j neuron in this layer. In Eq. (2), x is the input data, 4 is the resonance coefficient. In Eq. (3), it is assumed
that the input data is a wave signal, X is the waveform function of input data x, A4 is the resonance coefficient,
oy is the input frequency, and ¢ is the independent variable of the wave function, ¢ is the phase of the wave
function, and p is the offset of the wave function.
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Imitate the functional relationship of the series resonance circuit (Eq. (1)) to construct Eq. (4), where wg
is the input frequency, w is the ambient frequency of the resonance layer, Q is the quality factor. v is the
resonance coefficient. It represents the effect on the amplitude when two waves of different frequencies
interact. There is a hyper-parameter in the training process of the resonance layer—quality factor O (the
name is derived from the parameter name of the AC resonance circuit), and the frequency selection range
of the resonance layer can be adjusted by adjusting the quality factor.

2 =F(v, x) (6)
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The v in Eq. (6) follows Eq. (5), where z° represents the input data of the input layer. The whole process
simulates the resonance process of the resonance circuit. (® represents matrix elements corresponding to
multiplication)

The symbol ® represents the multiplication of the corresponding elements of the matrix. Examples are
as follows in Eq. (7):
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2.2 Multi-Channel Pre-Training

Set the resonance layer before the input layer. During the training process, the resonance layer will
evaluate and filter the data points of the input layer, and then input the filtered data into the neural
network. As shown in Fig. 1, there is a 1-to-1 correspondence between the resonance layer and the input
layer. In this method, a resonance layer v, is established for each type of data D,,, and the size and shape
of the resonance layer are the same as the input layer.

Fv, x) =kf ® (v®x)+ bs 8)

Eq. (8) F(-) is a linear function, k/is the filter coefficient, and b,is the filter bias. The data after resonance
filtering is finally input into the neural network input layer through F(-).
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Figure 1: Structure diagram of resonance layer

2.3 Training Method of Resonance Network

In the training of the resonance layer, the input frequency wy is initialized to 0, and the environmental
frequency w of the resonance layer is initialized to 1. In the training of the resonance neural network, the
resonance layer and the neural network can be trained asynchronously, or the pre-trained resonance layer
can be directly used in the neural network training.

1
Cosz‘ziHy—aLH2 ©)

I _ /
a =o(z) (10)

!
o == (11)



IASC, 2023, vol.35, no.3 3145

o = (at —y) @ d'(2h) (12)

51 — ((WI+I)T51+1) ® O'/(Zl) (13)

There are many superscripts in Eqgs. (9)~(13), The superscript T represents the matrix transposition.
where the superscript / represents the neural network layer /(/ =0, 1, 2...). It should be noted that the
superscript L is the maximum value of /. Egs. (9)~(13) and (17) are used in the traditional neural network
backpropagation algorithm. For detailed derivation, please refer to the literature [25]. This section only
lists the meaning of related parameters. oF is the error of the output layer, o' is the error of / layers, where
the superscript L refers to the output layer, the superscript / represents the layer /, Cost is the loss, z/
represents the input data of the / layer, z& represents the output layer Input data, o(-) represents the
activation function, o’ represents the activated output of the layer /, a* represents the activated output of
the output layer, w' represents the weight between the / and /+1 layers, and LR is the neural network
learning rate. In the actual training process, the loss function Eq. (9) can be modified according to the
training situation. Unlike the classic backpropagation, the input layer error calculation formula is changed
to Eq. (14) in the resonance layer training, and the update of the input frequency wy refers to Eq. (15).

8 = ((wH's") ®x (14)

In Eq. (14), 8° is the input layer error, and x is the original input data. In training, the resonance layer uses
the input layer error as the basis for tuning parameters of the resonance layer. When the error of the input
layer data point in a certain period cannot be reduced, the resonance layer will filter the data point.
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In Egs. (15) and (16), RLR is the learning rate of the resonance layer. In Eq. (17), w' is the weight
between layer / and /+ 1, and LR is the neural network learning rate. Eq. (15) uses the gradient of the
error with respect to the ambient frequency of the resonance layer to update the input frequency. This
parameter « is not updated in the training process described in this paper, but it remains a variable as
ambient frequency rather than a hyperparameter.

The symbol / in the Eq. (16) represents the division of the corresponding elements of the matrix.
Examples are as follows in Eq. (18) :
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Since the resonance coefficient v is positively correlated with |wy — w|, the resonance process controls
the sensitivity of the neuron to the data in the form of filtering, which is finally reflected in a numerical
threshold-like suppression effect. The result is similar to a general adaptive filter. For data that cannot be
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learned, the parameter changes caused by it are “disordered” relative to the entire learning process. The
disorderly changes of the resonance layer parameters will cause the resonance layer to close the input of
the pixel. This method is helpful to the continuous task learning in neural network. At the same time, the
method of processing image occlusion [26—28] can reduce the impact of data loss on neural network training.

3 Input Image Reconstruction

This chapter attempts to use image processing results such as image edges and skeletons as the basis for
image reconstruction and to bring the reconstructed image into neural network training. Among them, the
generation of P; in Section 3.3 is related to the training process, so the process of reconstructing the
image can be regarded as a simple feedback system for neural network training, training data generation
and input. The flowchart of the related process can be seen in Fig. 6.

3.1 Edge Detection

The edge of the image is one of the most basic shape features of the image, and it appears as a sudden
change of gray and color on the pixel image. At the same time, the intensity change of the image is caused by
surface discontinuities or reflectance or illumination boundaries, which all have spatial locality, so the
derivation based on this is very important. Canny operator maintains the accuracy and convenience of
second-order differential edge detection, and solves the problem that the second-order differential loses
edge direction information at the same time. Therefore, as shown in Fig. 2, this paper will use the Canny
algorithm to perform edge detection on the input image and take the edge of the image as the basis for
image reconstruction.

Figure 2: Example of edge detection

3.2 Keleton Extraction

The skeleton of the image can be considered as a product of image thinning. Compared with complex
images, symbol images are more suitable for using this type of algorithm. This paper uses the K3M algorithm
to extract the skeleton of the input image, as shown in Fig. 3, and uses the image skeleton as the basis for
image reconstruction.

Figure 3: Example of skeleton extraction
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3.3 Reconstruction of Training Images

The reconstructed image is only composed of image edges, image skeletons, and image data after
resonance filtering. Variables RP (In Eq. (19)), P;, P, and P; represent the recombined image, the edge of
the image, the image skeleton, and the image after resonance filtering respectively. As shown in Fig. 4,
the reconstructed image matrix is the result of the direct addition of the three images. The edge detection
calibrates the image boundary, the image skeleton represents the image frame, and the resonance filters
out the common features. The reconstructed image will imply the “reasoning trend” of the artificial neural
network corresponding to the original image. The essence of this trend is the derivation of the same
common features. We believes that this kind of homology is the inherent requirement of the learning
method based on characteristics. This method will help the neural network learn image features more
three-dimensionally and vividly, and cope with more complex learning environments.

RP =P, + P, + P; (19)

Figure 4: Example of image reconstruction

4 Training Based on Reconstructed Images

As shown in Fig. 5, the reconstructed image data is composed of the image edge, the image skeleton and
the image data after resonance filtering. The resonance layer participates in the back propagation process of
the neural network. The filtering result is the common feature distribution of the neural network cognition
which changes with neural network training Inputting the reconstructed image of “common features +
image edges + image skeleton” into the neural network will help the neural network to learn common
and individual characteristics.
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Figure 5: Neural network structure based on image reconstruction

Fig. 6 is a flowchart of neural network training using image reconstruction. As shown in the Fig. 6, the
input image data is first processed, and then image edges, resonance filtering, and image skeleton image
reconstruction are used. The reconstruction of the image is the superposition of the image edge,
resonance filter, and image skeleton. In particular, resonance filter takes part in the parameter update of
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neural network. Finally, the neural network is input for training, and the original training process of the neural
network is not affected. It should be noted that since the entire training system adds a feedback step in the
input data part, the neural network will have higher robustness when faced with incorrect data input. On this
basis, refer to Eq. (14) to incorporate the resonance layer parameters into the neural network parameter
update system. At the same time, in order to prevent the resonance coefficient of the resonance layer
from becoming all zero under extreme conditions and falling into an infinite loop that cannot be updated,
the resonance layer will be derived from the input layer error to update the resonance layer as shown in
Egs. (14) and (15).
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Figure 6: Training flowchart of neural network based on image reconstruction

5 Experimental Analysis

The experimental analysis is divided into three sections. Section 5.1 is the impact of using only the
resonance layer to extract common features on the training of fully connected neural networks. In Section
5.2, the reconstructed image of “common feature + image edge + image skeleton” is used as the training
set to train the fully connected neural network. In Section 5.3, the reconstructed image of “common
feature + image edge + image skeleton” is used as the training set to train the convolutional neural network.

5.1 Resonance Filtering on the Training of FNN

This section shows the performance of neural networks and neural networks using resonance layers
under the MNIST database. (add “-Re” at the end of the name to distinguish neural networks that use
resonance layers). FNN stands for fully connected feed forward neural network. The fully connected
neural network uses the structure of 784-200-10. In the experiment process of this section, the resonance
layer is updated synchronously with the training of the neural network. Multi-channel input is used to
train the resonance layer. The phase of the input data is 0, the wave function offset is 0, and the
resonance coefficient is 1. For the initialization method of the frequency parameters in the neural network
and the input data, see Section 1.3. The neural network learning rate LR is 0.08, and the resonance layer
learning rate RLR is 0.1. There are a total of 10 epochs of training. A generation is a complete training
round of the training set. The number of training rounds and the number of training generations below
are synonymous.

In Fig. 7, three pictures of “original data + resonance coefficient + filtered data” from left to right are
grouped together to show the data before and after filtering and the coefficient of the resonance layer.

Fig. 8 shows the accuracy of the training set of the fully connected network and the resonance network
with different quality factors, which are divided into ten training rounds. From the line graph, it can be seen
whether the use of resonance filtering affects the accuracy of the neural network training set. It can be seen
from Fig. 8§ that the convergence speed of the fully connected neural network using resonance filtering in the
training set is lower than that of the neural network without resonance filtering, but the accuracy of the fully
connected neural network with resonance filtering is slightly higher than that of the neural network without
resonance filtering.
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Figure 7: Example of resonance filtering
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Figure 8: Accuracy of FNN and FNN-Re with different quality factors in the train set

Tab. 1 shows the accuracy and filtering conditions of the neural network using resonance filtering. The
“filter ratio” is the ratio of the number of pixels in the training set that changes the resonance layer to the
number of pixels in the training set. The resonance layer has a small visual change to the image, but from
the data in Tab. 1, the resonance layer has a huge change to the image data. We can only be sure that this
change is beneficial to the accuracy of neural network training.

Table 1: Accuracy of training set of FNN and FNN-Re with different quality factors

Neural networks  Training accuracy (Epoch:10)  Filter ratio

FNN 98.058% -

FNN-Re, Q=3 98.613% 90.051%
FNN-Re, Q=2 97.819% 91.033%
FNN-Re, Q=1 95.931% 95.561%
FNN-Re, Q=0.7 94.138% 97.168%
FNN-Re, Q=0.5 93.303% 97.793%

FNN-Re, Q=03  90.949% 98.469%
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In general, the role of common characteristics should be emphasized. Due to the update mechanism of
the neural network, the neural network will automatically learn the features that it has not learned. This
mechanism is generally a learning method based on data statistics. On the one hand, less obvious features
are difficult to learn. On the other hand, macroscopically, the data of a certain label and the data of other
labels are confrontational and balanced. When the balance of training set diversity is broken, the damage
to the model caused by input disturbances will be difficult to reverse. Therefore, the limited selection of
input data based on common features will improve the stability of the neural network in the face of
erroneous data.

Fig. 9 shows the training situation of the resonance layer when the quality factor is 1. From left to right,
there are 10 training rounds, and from top to bottom, there are 10 categories. This figure shows the resonance
layer training situation in the 10 training rounds. (the number of training rounds represents the number of
times the training set has been completely trained). As the number of training rounds increases, the
resonance coefficient of the resonance layer has obvious binarization and shape characteristics, and the
distribution law of resonance coefficient becomes more and more clear with the training process of neural

network.

Figure 9: Display of resonance coefficients
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Fig. 10 shows the distribution of the resonance coefficients of the resonance layer after 10 rounds of
training under different quality factors from left to right. As the quality factor decreases, the resonance
coefficient distribution becomes more sparse. By controlling the size of the quality factor, the sparsity of
the resonance coefficient can be controlled. In the resonant circuit, when the quality factor Q is larger, the
resonant circuit’s ability to suppress detuning signals is stronger, and the circuit selectivity is better. It can
be seen from Fig. 10 that when the quality factor O becomes larger and the selectivity of the resonance
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layer increases, the distribution characteristics of the resonance coefficient become more obvious. From Figs.
9 and 10, the sparseness of the distribution of resonance coefficients is controlled by the number of training
rounds and the quality factor.
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Figure 10: Display of resonance coefficients corresponding to different quality factors

5.2 Reconstructed Image on the Training of FNN

In this section, on the basis of the experiment in Section 5.1, image edges and image skeletons are
integrated into neural network training through image reconstruction and show the training situation of
neural network after using this method under MNIST training set (add “-RR*” at the end of the name to
distinguish neural networks trained using image reconstruction methods). In the experiment process of
this section, the fully connected neural network uses the structure of 784-200-10. The resonance layer is
updated synchronously with the training of the neural network. The phase of the input data wave function
is 0, the wave function offset is 0, and the resonance coefficient is 1. The neural network learning rate LR
is 0.08, the resonance layer learning rate RLR is 0.1, and the image reconstruction method is shown in
Chapter 3. There are 10 epochs in training. The number of training rounds and the number of training
generations below are synonymous.

Fig. 11 is a line chart of the accuracy of the training set of a fully connected neural network and a fully
connected neural network using image reconstruction. The line chart shows the influences on the accuracy of
the training method of image reconstruction mentioned in this paper on the training set of the fully connected
network. It can be seen in Fig. 11 that the training method of reconstructed image mentioned in this paper
improves the training accuracy and convergence speed of the fully connected neural network.
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Figure 11: Accuracy of FNN and FNN-Re in the train set
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5.3 Reconstructed Image on the Training of LeNet-5

Fig. 12 is a line graph of the accuracy of the training set of the LeNet-5 [25] convolutional neural
network and the LeNet-5 convolutional neural network using image reconstruction. The line graph shows
the influences on the accuracy of the training method of image reconstruction on the training set of the
LeNet-5 neural network. The training method of reconstructing images mentioned improves the training
accuracy and convergence speed of the LeNet-5 convolutional neural network. The accuracy of the fully
connected network in Fig. 11 and LeNet-5 neural network in Fig. 12 using image reconstruction on the
training set is better than that without image reconstruction. From the results, it can be seen that this
method of retaining common features and compressing individual features improves the efficiency and
accuracy of feature extraction of neural networks.

1.000 4

0.995
== LeNet_5

g 0.990 4 LeNet_5-RR*, Q=3
5 ¢+ LeNet_S5-RR*, Q=2
S 0.985 1 LeNet_5-RR*, Q=1
© LeNet_S-RR*, Q=0.7
0.980 LeNet_S5-RR*, Q=0.5
LeNet_5-RR*, Q=0.3
0.975 * - T
2 4 L) 8 10
epoch

Figure 12: Accuracy of LeNet-5 and LeNet-5-RR* in the train set
At the end of this section, all the experimental neural networks are accurately summarized in Tab. 2 for

observation and comparison. It should be noted that the data set used in the experiment is the MNIST
database. All research and discussion are carried out on this basis.

Table 2: Training of different neural networks

Training method Neural networks Training accuracy (Epoch:10)  Filter ratio

Based on resonance filtering  FNN 98.058% -
FNN-Re, Q=3 98.613% 90.051%
FNN-Re, Q=2 97.819% 91.033%
FNN-Re, Q=1 95.931% 95.561%
FNN-Re, Q=0.7 94.138% 97.168%
FNN-Re, Q=0.5 93.303% 97.793%
FNN-Re, Q=0.3 90.949% 98.469%

Based on resonance filtering FNN 98.058% -

and image reconstruction FNN _RR*, Q=3 99.908% .
FNN_RR* Q=2 99.875% -
FNN_RR* Q=1 99.662% -
FNN_RR* Q=0.7 99.367% -
FNN_RR* Q=0.5 99.087% -

(Continued)
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Table 2 (continued)

Training method Neural networks Training accuracy (Epoch:10)  Filter ratio
FNN RR* Q=0.3 98.722% -
LeNet-5 99.895% -

LeNet-5 RR*, Q=3 99.973% -
LeNet-5 RR*, Q=2 99.953% -
LeNet-5 RR*, Q=1 99.960% -
LeNet-5 RR*, Q=0.7 99.957% -
LeNet-5 RR*, Q=0.5  99.950% -
LeNet-5 RR*, Q=03  99.927% -

6 Conclusion

In this paper, on the basis of extracting individual features of image skeleton and image edge, a mixed
feature extraction method of resonance layer is designed before neural network to reconstruct training
images. The feature extraction efficiency of neural network can be improved by efficient expression of
common features and individual features of training set images. This heuristic modification improves the
feature extraction efficiency of neural network. The future work can try to transplant the resonance layer
to more kinds of neural network structures. You can also use different data sets other than MNIST for
validation; More importantly, the algorithm can be optimized to improve the efficiency of parallel
computing in the future.
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