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Abstract: Autism Spectrum Disorder (ASD) is a complicated neurodevelopmen-
tal disorder that is often identified in toddlers. The microarray data is used as a
diagnostic tool to identify the genetics of the disorder. However, microarray data
is large and has a high volume. Consequently, it suffers from the problem of
dimensionality. In microarray data, the sample size and variance of the gene
expression will lead to overfitting and misclassification. Identifying the autism
gene (feature) subset from microarray data is an important and challenging
research area. It has to be efficiently addressed to improve gene feature selection
and classification. To overcome the challenges, a novel Intelligent Hybrid Ensem-
ble Gene Selection (IHEGS) model is proposed in this paper. The proposed model
integrates the intelligence of different feature selection techniques over the data
partitions. In this model, the initial gene selection is carried out by data perturba-
tion, and the final autism gene subset is obtained by functional perturbation,
which reduces the problem of dimensionality in microarray data. The functional
perturbation module employs three meta-heuristic swarm intelligence-based tech-
niques for gene selection. The obtained gene subset is validated by the Deep
Neural Network (DNN) model. The proposed model is implemented using python
with six National Center for Biotechnology Information (NCBI) gene expression
datasets. From the comparative study with other existing state-of-the-art systems,
the proposed model provides stable results in terms of feature selection and clas-
sification accuracy.

Keywords: Autism spectrum disorder; feature selection; ensemble gene selection;
microarray; gene expression; deep neural network; meta-heuristic

1 Introduction

ASD is a complicated neurodevelopmental disorder that is often identified in toddlers. Children with
ASD suffer from interminable difficulties such as social interaction, speech, non-verbal communication,
and restricted or repetitive actions [1]. The prevalence of the disease is increasing worldwide, and the
estimated probability of occurrence in the United States is one in 44 children [2]. The probability of
behavioral improvement has been drastically increased when ASD is diagnosed in its earlier stages [3].
Microarrays are involved in analyzing the gene expression of the autism-affected patients’ from its
control, contributing to novel insights [4]. In the microarray dataset, genes are the features. The
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microarray data is voluminous and has a high dimension, which suffers from a problem of dimensionality.
Generally, the number of samples of microarray data is in the range of hundreds, and the number of
corresponding genes is ten times greater. Thus, the gene selection process is both a time-consuming and
challenging issue because of the huge imbalance of data in terms of feature selection and classification.
An efficient gene selection and classification model is required to select the appropriate gene features and
classify them to effectively detect ASD. Although, from the literature, there are several feature selection
and classification techniques [5,6] proposed in the past, the selecting and classification of relevant genes
from high dimensional microarray data is an important and challenging issue for the early diagnosis of
ASD efficiently.

In the view of an epidemiologist, the subset of genes with high classification accuracy contributes
insights about the disease, but techniques that could produce stable and robust result are desired.
Meanwhile, gene selection strategies that are used for cancer gene identification cannot be used for
autism as the variance of gene expression is high in corresponding to the same class [7]. Hence, it is
necessary to focus research on several ensemble techniques for stable and robust gene selection [8]. An
ensemble-based feature selection model consists of three major types: Data perturbation, functional
perturbation, and hybrid ensemble [9]. Applying a single feature selection model to all the sample data is
termed “data perturbation”. Employing various feature selection techniques on the same sample of data is
termed “functional perturbation” whereas, applying different feature selection techniques to the different
sampled versions is termed a hybrid ensemble. Motivated by all these observations, a hybrid ensemble-
based gene selection model has been proposed for efficient gene feature selection and classification for a
better and more effective diagnosis of ASD.

The remainder of the manuscript is organized as follows: Section 2 briefly outlines the related works.
Section 3 describes the proposed model. Section 4 presents the experimental findings and discussion.
Finally, Section 5 details the conclusion and the future scope.

2 Related Works

Discussion of the existing approaches from the literature can complement the proposed methodology. A
hybrid feature selection method in [10] for ASD is designed to analyze Single Nucleoid Polymorphism
(SNP) to classify diseased SNPs from their control. In this method, Conditional Mutual Information
Maximization (CMIM) with Support Vector Machine—Recursive Feature Elimination (SVM-RFE) is used
for SNP selection. A combination of statistical measures and wrapper approach was proposed in [11]. In
this model, three statistical measures are employed for the initial selection of genes, namely two-sample t-
test, feature correlation with class, and Wilcoxon rank-sum. Later, the wrapper approach incorporating
binary Particle Swarm Optimization (PSO) with Support Vector Machine (SVM) is utilized for final gene
optimization and classification. The accuracy obtained by this approach is 92.1%. A hybrid deep learning
model [12] is proposed with information gain ratio for dimension reduction and Deep Belief Network
(DBN) based on Gaussian Restricted Boltzmann Machine (GRBM) for classification of samples from
disease to its control. K. Sekaran and M. Sudha proposed a gene selection strategy in [13] for recognizing
the autistic gene in the genomic microarray data. The optimum features are selected by the signal-to-noise
ratio holding a logistic sigmoid function, the Hilbert—Schmidt Independence Criterion Lasso, along with a
regularized genetic algorithm employed for gene classification. The ASD’s prediction accuracy rate is
better using this method than compared with the other existing systems.

Various researchers from the literature have experimented with ensemble models for feature selection in
recent years. In [14] Bakrutheen et al. -Pour proposed multiple filter such as relieff and Fast Correlation
Based Filter (FCBF), are used to reduce the dimensionality of the initial set of genes from microarray
data. An improved binary gravitational search algorithm is used in their approach to optimize the selected
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genes. In this ensemble model, the authors used a simple voting strategy for selecting top n-ranked genes.
Classifiers like Decision Tree (DT), K-Nearest Neighbor (KNN), and SVM are used for the performance
evaluation of selected optimal genes. A hybrid ensemble-filter wrapper feature selection approach is
described in [15] for medical data classification. In this model, authors have adopted a subset-based filter
approach such as Correlation-based Feature Selection (CFS) and Consistency (CONS) and a rank-based
filter approach such as chi-square test, information gain, and relieff for initial gene selection. The
proposed system uses maximum cardinality to select the top n-rank feature subset. A sequential feature
selection model is employed to obtain the optimal features.

From the literature, it is clear that many researchers have focused on gene selection based on improving
classification accuracy rather than obtaining stable and robust results. Furthermore, microarray data are a
highly imbalanced dataset that may can lead to overfitting problems, and high variance in gene
expression values leads to misclassification. Hence an intelligent model is necessary to mitigate the
problems identified by the existing approaches. In this paper, a novel Intelligent Hybrid Ensemble Gene
Selection (IHEGS) model is proposed. The proposed IHEGS model classifies the best performing genes
with high rank from multiple feature selection techniques and they are aggregated moving towards the
final gene subset thus excluding the poor performing and redundant genes. For that reason, it reduces the
dimensionality problem considerably. Hence, towards the motivation of finding a stable and robust autism
gene subset from high-dimensional microarray data, the following contributions are carried out in this work.

e An Intelligent Hybrid Ensemble Gene Selection (IHEGS) model is proposed.

e The data perturbation module employs the Standardized Cost pruning Extra Tree Classifier (SCP-
ETC) for initial gene subset selection and feature cut-off process.

e Three swarm intelligence-based algorithms, Confidence Interval-Based Flamingo Search Algorithm
(CI-FSA), Hinge Loss-Based Garra-Rufa Optimization (HL-GRO), Euclidean Distance-Based
Seagull Optimization Algorithm (ED-SOA), are proposed in the functional perturbation module for
selecting the final gene subset.

3 Proposed Model

The proposed IHEGS model is depicted in Fig. 1. The key components of the proposed model are data
partitioning, data similarity, the IHEGS module which in turn contains two submodules: The data
perturbation module, and functional perturbation module, and finally the validation module.

3.1 Data Partitioning

To begin with, the microarray data is shuffled and divided into n partitions as Dp;, Dp,, Dp, by
employing stratified subsampling. Through this practice, the data in each partition is balanced. Each
partition contains m rows of samples and n columns of genes which are denoted by Eq. (1).

Dp;lxN - [Dprlnxm Dpixn? Dpimn """" mexn]' (1)

3.2 Data Similarity

This module emphasizes redundant data partition removal. A one-way ANOVA test [16] was utilized to
detect the similarity among the data groups. For every group, a null hypothesis and an alternative hypothesis
are formulated as given in Eq. (2)
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Figure 1: Proposed model

The one-way ANOVA test was carried out with a significance of 0.05. The significance of the hypothesis
proves 95% confidence interval on the F-value. The groups with a similar spread of data are eliminated, and
the obtained data frame is detailed in Eq. (3).

Dp{/fo = Q//[Dprlnxw Dprznxn’ Dpfnxn """" mexn] (3)

where Q' signifies the similarity measures of the sampled data.

3.3 Intelligent Hybrid Ensemble Gene Selection

The objective of the proposed model is to predict the autism gene subset from high-dimensional
microarray data. The proposed IHEGS model is formed by merging data perturbation and functional
perturbation modules. The sampled data partition Dpl, , = Q"[Dpl . Dp*. . Dp . ....... Dpt . ]is
given as input. Unique features namely [At, At,, Ats, ....At,] are encompassed by IHEGS for each data
sample. The highly relevant genes are identified by the Gene Selection (GS) score [y1, 72, ¥3, V45 Vs>
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....7.]. Therefore, maximizing the GS score to predict the autism gene subset is the overall objective function.
The formulation is given in Eq. (4).

Obj = [’y]All + 'VZAZZ + ’V3AI3 + ’V4At4 + '))514[5 + ... .+ '})nAln] (4)

3.3.1 Data Perturbation

The selection of the initial gene subset is achieved by the data perturbation module. In this module, the
same feature selection strategy is applied to all data samples and aggregated by intersection operation. Which
in turn assists in the recognition of a predictive subset of appropriate genes with higher classification
accuracy. Small perturbations are prioritized by the data perturbation module. It is functional for avoiding
instability problems when selecting the initial gene subset. To select an initial gene subset in the data
perturbation module, SCP-ETC is proposed. SCP-ETC is made up of decision tree stumps. Each decision
tree in the Extra Trees Forest is created from the training data. Then, the trees are arbitrarily chosen as
the gene feature subset. The best feature to separate the data is determined by each tree as per calculated
entropy at every test node. A slew of an independent decision tree is produced by the random selection of
features. The importance of a feature is measured by the entropy of the genes. It is presented in Eq. (5).

E(d) =" —hlog, (i) )

R(E, d) =1G — E. (6)
h h N N

whereIG——Mlog2<h+N> _h+NIOg2<h+N>' 7

where R(E, d) signifies the gain, based on the entropy of genes, /G indicates the information gain, P and N
signifies the data’s binary class. To avoid overfitting decision tree, a standardized cost pruning is used to
eliminate tree fragments such as branches and roots. It also promotes the healthy growth of the decision
tree. The standardized cost pruning is calculated as shown in Eq. (8).

Ry(T) = R(T) + 9|T). (®)

where Ry(7T) signifies the tree’s cost complexity measure, |7] indicates the number of terminal nodes, and ¥
symbolizes the complexity parameters. And, the small subsets of genes are obtained by the data perturbation.
After maximum iterations, those genes are saved in the form of data frames by grouping them in a ranking
manner. The mean GS ranking score 7(At;) is calculated as shown in Eq. (9)

1
(CDEED S ©)

z=1
VA
IGS = ()._, Fi- (10)

where F; signifies the primary gene subset and /GS is the initial gene subset. The common features that are
selected across data partitions by the data perturbation module are retained by the intersection operation, and
the uncommon features are removed.

3.3.2 Functional Perturbation

The selection of a final gene subset of the ASD is identified by the functional perturbation module. The
three proposed swarm intelligence techniques (CI-FSA, HL-GRO, and ED-SOA) are applied to the initial
gene subset /GS selected by the data perturbation module.
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CI-FSA (Feature Selection Model 1)

Feature selection model 1 employed in the proposed IHEGS is the Confidence Interval-based Flamingo
Search Algorithm (CI-FSA). The Flamingo Search Algorithm (FSA) is inspired by the migratory and
foraging behavior of flamingos. The basic understanding and theory of FSA are detailed in [17]. A
confidence interval parameter is added to the existing FSA to avoid the fluctuations caused by the
randomness of the diffusion factor. The confidence interval-based diffusion factor provides an exact range
to control the exploitation and exploration to find the best features. In the proposed CI-FSA flamingos are
the features, and fitness value is the best score of the features. The foraging and migratory behavior of the
proposed CI-FSA are detailed below.

Foraging Behavior: Initialize Flamingo population P, Migrating flamingos MP,;, and Maximum Iteration
Lyax- Assume the Flamingo (45, ) has the most food in the j " dimension. Consider Aby; is the position of the /"
and j” dimension of the flamingo population. The uncertainty of each flamingo disturbs the foraging
behavior of an individual that encounters an error in the information transmitted. To simulate this, the
maximum distance of the flamingo’s beak scan in foraging behavior is quantified, as given in Eq. (11).

|y x Abj+7’]2 X Ati/‘ (1

where, 7, is a random number between —1 or 1, where ¥ is a random number that follows a standard normal
distribution. The scanning range during the beak behavior is retained within a range that is given by Eq. (12).

Jo x [Ri x Ab;j+ 1, x Aty]. (12)

where, R, denotes a random number that follows the standard normal distribution. Assume food is abundant
in the population 4b;, the distance between the flamingos is changed and the traveling is computed as #; x
Ab;, where #; is a random number of —1 or 1 represents the range of search. To sum up, the moving step of
ﬂammgos foraging in the #” iteration is the scanning range of the flamingo’s beak and the moving distance of
their feet given by Eq. (13).

by =1, ><Ab + R x Ry ><Ab + iy x Aty (13)
The equation for updating the location of flamingos’ foraging behavior is given in Eq. (14).
AL = (At 4-ny X AD;+ Ry X Ry X ABL 41, x Atf]) /k. (14)

At”rl represents the position of the i’ ﬂamingos in the j* dimension of the population in the (¢+ 1) th
1terat10n At’ represents the position of the / flamingos in the j/* dimension in the t iteration of the flamingo’s
population, namely, the position of the flamingo’s feet, Abjt represents the j” dimension position of the
flamingos with the best fitness in the population in the ¢ iteration, k is the diffusion factor calculated as
given in Eq. (15). That follows a confidence interval with chi-square distribution of n degrees of freedom.

S.D S.D
k= At — Zgpp——
v Vi
Zg» denotes the confidence interval value, and S.D denotes the standard deviation of the sample. It is
used to increase the size of the flamingos’ foraging range to simulate the chance of individual selection in
nature increase their global merit-seeking ability. $¢; = N(0, 1) and &, = N(0, 1) are random numbers
that follow a standard normal distribution, #; and 7, are randomized by —1 or 1.

At + Zg = (15)

Migratory Behavior: The flamingos migrate to the next area due to the scarcity of food in the present
area. Assume that the location of the food-rich area in the j” dimension is Ab;, the formula for the
migration of the flamingo’s population is as given in Eq. (16).
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At = At + o x (4b} — At)) (16)

where @ = N(0, n) represents the random number based on a normal distribution with degrees of freedom »
that increases the search space and simulates the randomness of individual behaviors of flamingos in the
specific migration process. Finally, when the maximum iteration is reached an optimal solution is
obtained. The obtained optimal solution is substituted to the objective function and sorted to find the
most relevant features. The most relevant features are framed inside the data frame using FGS1 as given
in Eq. (17).

FGS1 = A[4td, A4, A, Atd, A, A, A ... A1) (17)

HL-GRO (Feature Selection Model 2)

HL-GRO is employed as the feature selection model 2 in the functional perturbation module. It is a
modified version of the existing GRO algorithm. The GRO algorithm is inspired by the behavior of
Garra-Rufa fish, commonly used in massage centers for the commercial purposes detailed in [18]. To
avoid a high exploration rate and to identify the worst leaders among mobile and follower fish, the
proposed work has combined learning rate and hinge loss. Here, the fish is the gene profile. The detailed
steps of HL-GRO are explained as follows

Step 1: Initially, for each leg fishes are equally distributed, and one leader is assigned to each group.

Step 2: Based on the optimal convergence speed of the fish, it has to be decided whether it is a leader or
follower. Then, the number of leaders is chosen as per the problem complexity. The respective optimal points
are selected for the objective functions.

Step 3: A few fish that travel into other group during each iteration offer the best optimal value among all
groups. The traveling fish is deemed to be random and is indicated as mobile fish. However, the number of
fish is kept constant.

Step 4: For every leader, sub-global fitness is assessed and the global fitness for each iteration is
determined.

Step 5: After a random number of iterations, all the fish must follow one leader. First, the number of
Followers can be calculated as given in Eq. (18).
n — Ab*
U — i 18
Ab* (18)
where n implies the total particles and Ab* denotes the number of best leaders. Now, for selecting the leaders
along with the best group, the objective function for every fish is found and grouped.

Step 6: Using Eqgs. (19) and (20), the change in the numbers of mobile and follower fish is calculated for
the worst leaders.

an=int(p x2 > G) (19)

t t—1
Aty = Max(At; — At;), (0) (20)
n
where 4 (; is the hinge loss multiplied with learning rate, g implies a maximum number of mobile fish
i=1
for one group, and Atfj denotes the number of followers and mobile fish for the ith leader,
correspondingly. For the best leader, the changes in the mobile and follower numbers can be calculated as

given in Egs. (21) and (22).



3056 IASC, 2023, vol.35, no.3

Ab; =S At 21
2
At :At;fl — Ab; (22)

To conclude, an optimal solution is offered by the maximum iteration attained to substitute in the
objective function along with a group for finding the most relevant features. Utilizing HL-GRO (B), the
most appropriate features are framed inside the data frame as shown in Eq. (23).

FGS2 = B[At], A5, A, Atd, Add, A, A2 ... AL (23)

ED-SOA (Feature Selection Model 3)

The third gene selection strategy used in the functional perturbation module is the ED-SOA. It is based
on the former SOA. SOA is a bio-inspired algorithm inspired by the seagull behavior in nature described in
[19]. The proposed ED-SOA is an advanced version of the existing SOA. To avoid low convergence
problems with the existing SOA algorithm, it should be adapted to find the balanced value that generates
an accurate position of the search agents. Hence, a FEuclidean distance-based SOA (ED-SOA) is
proposed. The ED-SOA controls the slow convergence of the dimensions by handling dimension rates
while updating the new position of the search agents. The selection of the features is based on the
migration and attacking behaviors of a seagull. The exploration and exploitation approach of ED-SOA
are illustrated below in detail.

Step1: Exploration

During the optimization process, three rules are followed to move seagulls from one group to another.
The three rules are

Rule 1: To avoid the congestion between two seagulls, a variable is introduced for the evaluation of the
new search agent position as shown in Eq. (24).
Al =y x (4b) (24)
wherein A7 denotes the search agent doesn’t collide, 44! indicates the search agent’s current position, ¢

signifies the current iteration, and y symbolizes the movement behavior of the search agent in a provided
search space as given in Eq. (25).

=1y — (t X (n,/maxie)). (25)
where 7, is presented for controlling the frequency of employing variable y which is linearly reduced as of 7,
to 0. The value 7, is fixed to 2 and t=0, 1, 2.....max;,-

Rule 2: After avoiding the collision, the search agent moves towards the best neighbor that is modeled as
in Eq. (26).
AT, = x (AB' — Aby) (26)
where AT, indicates the search agent’s position 4b, towards the best-fit search agent 4B’ (that is, the fittest
seagull). For suitable balancing between exploration and exploitation behavior, f is responsible for

randomizing and computing as =2 x > x rd. Wherein, rd implies a random number that lies within the
range of [0, 1].

Rule 3: Lastly, utilizing Euclidean distance, the position of the search agent is updated. It is formulated
as shown in Eq. (27).

D= /S | (i~ AT,) @7)
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wherein, D, denotes the distance between the search agent and the best-fit ones (i.e., the best seagull whose
fitness value is less).
Step 2: Exploitation

As the Seagulls change their speed and position of attack by maintaining their altitude using their wings
and weight. While attacking the prey, a spiral movement behavior occurs in the air. This behavior in the x, y,
and z planes is explained as given in Eq. (28).

X =S x cos(k)
N

(28)

~

Y]

X
¥ =S x sin(k)
I x

z

K
r=u x e

whereas r denotes the radius of every turn of the spiral, x implies random number, « and v are the constants
for defining the spiral shape, and e denotes the natural logarithm’s base. Thus, the position of the search agent
is updated as shown in Eq. (29).

— —_—

Afy = (Dy x X' x y x Z/)+ ABy (29)
where, A7, stores the best solutions and updates the other search agent position. The proposed ED-SOA
begins with an arbitrarily generated population. Based on the best search agent, the position of the other
search agent could be updated throughout the iteration process and y is linearly reduced from #, to 0. The
variable f is tuned for a smooth transition between exploration and exploitation. Finally, an optimum
solution is obtained when maximum iteration is reached. Substituting the obtained global optimum in the
objective function and group to identify the most appropriate genes. Utilizing ED-SOA (C), the most
relevant genes are framed in the data frame as shown in Eq. (30).

FGS3 = C[Atd, Atd, Atd, Atd, Al Atd, A2 ... At (30)

Overall, the functional perturbation ensemble component aggregates its inputs via a union operation, as
shown in Eq. (31), to obtain the best feature subset, i.e., the final gene subset. The intelligence of various
feature selection can be leveraged through the function perturbation cycle, and the obtained final gene set
is less vulnerable to overfitting.

FGS = J,_, FGS 31)

Lastly, the final gene subset FGS = [At¢, A, A, Atd, Atd, A, Atd ... At"] is obtained. The
Algorithm 1 in Fig. 2 exhibits the proposed IHEGS overall outline.

3.4 Validation

Validation is a process where selected genes are trained and evaluated with testing data to predict ASD
genes. Validation is performed using a DNN model. The Fully Connected Neural Network (FCNN) is
initiated by the selected features that are given by Eq. (32).

I = [Af], At], Adl, Adl, 4, A4, A€ .. 41 (32)

Thereafter, the input features get aggregated with their corresponding weights to get trained. The hidden
layer output is given in Eq. (33).

I, = Act Z:;l wiAt; + b (33)
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where b denotes the bias, which is initialized randomly, w; is the weight of the respective input node, and Act
denotes the activation function. The activation function for hidden neurons is leakyRelu and sigmoid for
output neurons. Finally, the output layer provides the prediction of ASD. Based on the result, the error
rate (&, =1; —i[) has been calculated. Now, to minimize the loss, backpropagation has been done,
backpropagation updates the new weights to match the targeted result.

Algorithm 1: THEGS
Input: Sampled data base Dy = 2 Td% i Q2isins Qs vvvve- dlnl

0bj = [y,At, + VAL, + Vo Aty + VaAt, + VsAts+... 1, At,]
Output: Final Gene Subset FGS = [At{, At§, At$, Atd, Atg, Atg, Atd... Atd]

Begin
Initialize the data perturbation parameters Pand N

Evaluate Information gain using,
A N N

A L
16 = —57510gs (535) — 7o lo0: (535)
For (i = 1ton)
Compute entropy for each features using
E(d) = Xz, —h; log, (1)
Select the best features using,
®,(E,d) = IG — E,
Perform cost pruning on each tree,
Ro(Ty) = R(T;) + 9Ty
End for
Rank the features
7(At) = §Z§=1 Vzi
Formulate the Initial Gene Subset
IGS = NZ., F,;
While (IGS! = Null)
Compute FGS1
FGS1 = Cl — FSA[At{, Atd, Atg, Atd, Atd, Atd, Atd... Atd)
Compute FGS2
FGS2 = HL — GRO[At{, Atg, Atg, Atg, Atg, Atd, Atg... Atd]
Compute FGS2
FGS3 = ED — SOA[At{, Atg, Atd, Atd, Até, Atd, Atg... Atd]
End While
Generate Final Gene Subset
FGS = U}, FGS,
Formulated Final subset of features
FGS = [Atd, Atd, Atd, Atd, Atd, Atd, Atd... Atd)

End Begin

Figure 2: The proposed IHEGS algorithm

4 Results and Discussion

The results obtained from the proposed IHEGS model for selecting ASD genes were analyzed and
compared with existing techniques.

4.1 Dataset

The six-benchmark microarray dataset from the NCBI with accession numbers GSE25507 (dataset 1)
[7], GSE26415 (dataset 2) [20], GSE27044 (dataset 3) [21], GSE109905 (Dataset 4) [22], GSE42133
(Dataset 5) [23], and GSE123302 (Dataset 6) [24] were used for analysis. GSE25507 dataset contains
gene expression of 82 autism and 64 controls with 54,614 probes. GSE26415 dataset comprises gene
profiles of 21 adults with autism, 21 healthy mothers with autistic children, and 42 controls with
19,194 probes. GSE27044 microarray data holds the DNA methylation profile of autistic children and
non-autistic siblings as control with 27,578 CpG sites. GSE109905 dataset comprises genome-wide DNA
methylation of 38 ASD patients and 31Controls with 410620 CpG sites. GSE42133 dataset comprises a
blood-based gene expression signature relevant to the brain pathophysiology of 87 ASD and 55 control
with 47323 genes. GSE123302 dataset comprises 36459 genes with 59 ASD and 92 non-Typically
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Developing (non-TD) and 120 Typically Developing (TD) samples. Here gene expression of umbilical cord
blood between ASD and TD, and between Non-TD and TD, was analyzed.

4.2 Experimental Setup

The proposed IHEGS model was implemented on the Windows 10 operating system with Intel i7 CPU
@ 3.60 GHz processor and 8GB RAM. Python 3.7 with Numpy, Pandas, Seaborn, Matplotlib, Sklearn,
Keras libraries are used for implementation.

4.3 Evaluation Metrics

The proposed IHEGS model is evaluated using the metrics classification accuracy, precision, recall, f-
measure, error rate, False Positive Rate (FPR), False Negative Rate (FNR), and False Discovery Rate (FDR).
The corresponding formulae are given from Eqs. (34) to (41) respectively.

TP + TN

Classification Accuracy = . (34)
TP + TN + FP + FN
TP
Precision = ——. (35)
TP + FP
TP
Recall = ———
eca TP T FN 36)
Precision * Recall
F1 =2 . 37
score * Precision + Recall 37
FP + FN
Error rate = + . (38)
TP + TN + FP 4+ FN
FP
FPR = ———. (39)
FP + TN
FN
FNR = ———. (40)
FN 4 TP
FP
FDR = ———. 41
FP 4+ TP

where TP is true positive, TN is true negative, FP is false positive, FN is false negative.

4.4 Evaluation of Proposed Ensemble Feature Selection Technique

Here, for selecting ASD genes, the proposed IHEGS technique is compared based on the Jaccard Index
(JI) and Spearman Correlation Coefficient (SCC) on the benchmark datasets. It is analyzed with the existing
methods, namely: Feature similarity-based Feature Selection (FSFS) [25], Multi Cluster-based Feature
Selection (MCFS) [26], Unsupervised Discriminative Feature Selection (UDFS) [27], PSO [28], and
Genetic Algorithm (GA) [29]. Figures Figs. 3 and 4 depict the JI and SCC on the subset of 5% best
features for the proposed IHEGS and the existing feature selection algorithm respectively.

The proposed IHEGS technique is efficient since it attains an average JI of 0.858 and SCC of 0.886. But
the average JI and SCC of existing algorithms range from 0.51-0.65 and 0.53—0.76 respectively. Therefore,
from the results, the proposed IHEGS is signified by the high value of JI and SCC. Hence, it is clear that the
proposed IHEGS can select gene features with robustness when compared with the other state-of-the-art
techniques. In general, it is observed that ensemble feature selection provides stable and robust results
since it depends on the multiple feature selection technique and the utilization of data samples. The
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proposed IHEGS has handled the data efficiently by adopting data partitioning and the removal of redundant
data by the data similarity module. Moreover, the ensemble of data perturbation and functional perturbation
has resulted in selecting relevant gene features resulting in highly stable and robust results.

S NFSFS

% 3 SMCFS

.Ea || ~UDFS

E NPSO
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1 N Proposed IHEGS-DNN
0 4
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Figure 3: Analysis of the robustness of proposed IHEGS based on JI
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Figure 4: Analysis of the robustness of proposed IHEGS based on SCC

4.5 Evaluation of DNN-IHEGS for Predicting ASD

Here, the proposed DNN- IHEGS model for selecting ASD gene is compared based on classification
accuracy with the benchmark datasets and contrasted with the existing methodologies such as Naive
Bayes-Feature Similarity-based Feature Selection (NB-FSFS) [25], Support Vector Machine-Multi
Cluster-based Feature Selection (SVM-MCEFS) [26], K-Nearest Neighbors-based Unsupervised
Discriminative Feature Selection (KNN-UDFS) [27], Boosting based Particle Swarm Optimization
(BOOST-PSO) [28], and Multi-Layer Perceptron based Genetic Algorithm (MLP-GA) [29]. The
evaluation of the proposed IHEGS with the DNN model is illustrated in Tab. 1.

The proposed DNN-IHEGS predicts the ASD genes accurately by obtaining a range of accuracy values
between 93.12%—-99%. The existing methodologies tend to achieve an overall classification accuracy rate
ranging from 60.25% to 77.89%, which is comparatively lower than the proposed DNN-IHEGS model.
Thus, the DNN-IHEGS model achieves a better classification accuracy rate and tends to be more robust
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compared with the existing methods. An ensemble of proposed three intelligent swarm-based metaheuristic
algorithms such as CI-FSA, HL-GRO, and ED-SOA in the functional perturbation module has resulted in
selecting the most appropriate gene features that can distinctly classify diseased autistic gene from their
control. Thus, a highly relevant feature leads to a better accuracy score with a lower error rate. The
proposed technique also provides a low false prediction that is, a misclassification of the data by
obtaining low FPR, FNR, and FDR values as illustrated in Fig. 5.

Table 1: Evaluation of proposed DNN- IHEGS based on classification accuracy

Datasets NB-FSFS SVM-MCFS KNN-UDFS BOOST-PSO MLP-GA Proposed DNN-IHEGS

GSE25507 61.23 60.25 62.54 68.98 75.86 98.78
GSE26415 63.54 62.54 64.58 70.12 76.89 96.25
GSE27044 62.12 61.58 65.47 71.24 77.89 99
GSE109905 64.56 63.54 66.54 73.65 78.84 93.12
GSE42133 65.41 64.12 68.89 74.58 77.21 94.65
GSE123302 60.87 59.36 61.53 65.92 68.51 95.82
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Figure 5: Analysis of proposed IHEGS-DNN based on FPR, FNR, and FDR

The metrics FPR, FNR, and FDR illustrate the possibility of misclassification. The lower value of the
above metrics represents a better model. Accordingly, the proposed method achieves an average of 6.12%
of FPR, 5.64% of FNR, and 2.23% of FDR, whereas the existing techniques tend to achieve an overall
value ranging between 33.21% to 58.98% which leads to high misclassification and high error rate
model. As a result of low FPR, FNR, and FDR the proposed IHEGS mode has obtained better precision,
recall, f-measure, and low error rate as detailed in Tab. 2.

The stated metrics in Tab. 2 give a detailed analysis of reliability, sensitivity, and handling of complex
data. The robust model has a higher value when the metrics are measured. Accordingly, the proposed
technique tends to obtain an average precision of 95.95%, recall of 96.05%, F-Measure of 96.01%, and
an error rate of 3.73% for the six benchmark datasets. Hence, the proposed IHEGS method achieved a
better metrics value for detecting ASD and proved to be efficient. Thus, the proposed IHEGS method
achieves better reliability and avoids misclassification of ASD genes as compared to the existing
methods. The frequently selected genes and CpG sites by the proposed IHEGS with its confidence
interval are given in Supplementary file 1. The selected gene subset is validated by the domain expert.
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Table 2: Evaluation of proposed DNN-IHEGS based on various metrics for predicting ASD

Dataset Precision (1) Recall (1) f-measure (1) Error (})
GSE25507 98.6 98.4 98.6 1.22
GSE26415 95.8 96 96.2 3.75
GSE27044 99 99.2 99.1 1
GSE109905 93.1 93 92.6 6.88
GSE42133 93.9 94.3 94 5.35
GSE123302 95.3 95.4 95.6 4.18

5 Conclusion

ASD is a neurodevelopment disorder that affects children between the ages of 2 and 5. Genetic and
environmental factors influence the cause of ASD. Analyzing gene expression profiles from microarray
data can provide meaningful etiologic insights into the disorder. But the complex patterns of genes due to
irregular molecular interactions during the transcription process, and the sample size of microarray data
make the data difficult for analysis. Hence an Intelligent Hybrid Ensemble Gene selection model was
proposed to identify stable and robust gene subsets from high dimensional microarray data. The proposed
model comprises both data perturbation and function perturbation modules. SCP-ETC was employed by
the data perturbation module to identify the initial gene subset. The functional perturbation module was
built with three intelligent swarm-based metaheuristic algorithms such as CI-FSA, HL-GRO, and ED-
SOA to identify the final gene subset. The predicted autism genes subset was validated using the DNN
model. 6 benchmark microarray datasets were used for the implementation. From the experimental
results, it was proved that the proposed IHEGS model was stable and robust enough to identify the
autism gene subset from the microarray dataset. The proposed IHEGS obtains an average JI of 0.858 and
SCC of 0.886 and predicts the ASD with an average accuracy of 96.25%, precision of 95.95%, recall of
96.06, and an f-measure of 96.01% for the six NCBI benchmark datasets. The prediction model avoids
misclassification and overall remains to be stable and robust as compared to existing state-of-the-art
methods. In the future, the proposed IHEGS model could be used as a feature selection technique for
various other engineering problems and high dimensional datasets that need optimization.
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