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Abstract: Classification of the patterns is a crucial structure of research and appli-
cations. Using fuzzy set theory, classifying the patterns has become of great inter-
est because of its ability to understand the parameters. One of the problems
observed in the fuzzification of an unknown pattern is that importance is given
only to the known patterns but not to their features. In contrast, features of the
patterns play an essential role when their respective patterns overlap. In this paper,
an optimal fuzzy nearest neighbor model has been introduced in which a fuzzifi-
cation process has been carried out for the unknown pattern using k nearest neigh-
bor. With the help of the fuzzification process, the membership matrix has been
formed. In this membership matrix, fuzzification has been carried out of the fea-
tures of the unknown pattern. Classification results are verified on a completely
llabelled Telugu vowel data set, and the accuracy is compared with the different
models and the fuzzy k nearest neighbor algorithm. The proposed model gives
84.86% accuracy on 50% training data set and 89.35% accuracy on 80% training
data set. The proposed classifier learns well enough with a small amount of train-
ing data, resulting in an efficient and faster approach.

Keywords: Nearest neighbors; fuzzy classification; patterns recognition; reasoning
rule; membership matrix

1 Introduction

Pattern classification has been a challenging task for the last decades. It is used in many practical
applications (like pattern recognition, artificial intelligence, statistics, financial gaming, organization data,
vision analysis, and medicine) [1]. There are many critical aspects in the pattern classification problem,
like the accuracy of classification, computational time, learnability, generality, interpretation of parameters
etc. Many approaches exist to create pattern classifiers, such as neural networks, statistical models, fuzzy
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logic systems, and evolutionary systems [2–5]. In the applications mentioned above, the classification of
patterns is essential. But whenever classification data sets are highly overlying, and the boundaries of the
classes are imprecisely defined, it becomes a challenging task, for example, in land cover classification,
remote sensing images, or vowel classification [6,7].

Although, in various pattern recognition issues, the categorization of the input pattern depends upon the
dataset, where, the actual sample size for every class is limited and perhaps not indicative of the actual
probability distributions, regardless of whether they are known. In these conditions, numerous techniques
depend on distance or similarity in feature sets, for example, discriminant analysis and clustering [8–10].
In various problems, machine learning methods such as neural network [11], k-nearest neighbour
algorithm [12], support vector machines [13], and convolutional neural network [14,15] is used for
classification purpose. Various fuzzy classifiers for different problems have been developed. Das et al.
[16] developed a neuro-fuzzy model to classify medical diseases, i.e., liver diseases, cardiovascular,
thyroid disorders, diabetes, cancer, and heart diseases, with the help of a neural network. A feature
reduction model with fuzzification has been developed by Das et al. [17] to resolve the problem of data
classification. Other methods combining machine learning with neuro-fuzzy models are surveyed by
Shihabudheen et al. [18]. Patel et al. [19] presented a hybrid approach for imbalanced data classification
by combining fuzzy k-nearest neighbor with an adaptive k-nearest neighbor approach. Their method
assigns various k values to different classes based on their sizes.

Meher [1] proposed a model for pattern classification by combining neighborhood rough sets and
Pawlak’s rough set theory with fuzzy sets. Ghosh et al. [20] proposed a model based on neuro-fuzzy
classification for fully and partially labeled data utilizing the feed-forward neural network algorithm. A
neuro-fuzzy system was presented by Meher [21] for pattern classification by extracting features using
rough set theory. An extreme learning machine was then used to efficiently classify partially and fully
labeled data and remote sensing pictures. Pal et al. [22] developed a rough-fuzzy model depending on
granular computing to classify fully and partially labeled data using rough set theory. The neuro-fuzzy
model was also used in various other problems, i.e., to analyse biomedical data [23], Parkinson’s disease
diagnosis [24], and analysis of gene expression data [25].

According to the k-nearest neighbor algorithm, the class labels of k-closest patterns decide the input
pattern label. K-closest patterns are selected based on distance like Euclidean or Manhattan [26]. The k-
nearest neighbor method is suboptimal. Although it has been demonstrated that in the infinite sample
condition, the error value for the 1-nearest neighbor method is upper constrained by no more than double
the optimum Bayes error value and as k rises, this error value reaches the optimal value [27]. There are
some problems identified by Keller et al. [26] in the k-nearest neighbor rule, which are as follows: the
first one is, that all k-nearest neighbors are equally essential to assign a class label to the unknown
pattern, which causes a problem, where classification data set overlaps. It happens because atypical
patterns have equal weight as true representatives of the groups. The second problem is that after an input
pattern is allocated to a class, there is no sign of its “strength” of membership in that particular class. The
above problems are addressed by Keller et al. [26], and resolved by using the fuzzy set theory in the k-
nearest neighbor rule [26,28]. According to Keller et al. [26], the input pattern strength is calculated for
each class then the class with maximum strength is assigned to the input pattern.

In this paper, a model is proposed for pattern classification. First, the model finds the nearest neighbors to
the input pattern using the k-nearest neighbor algorithm. Next, the model finds membership values of features
of the input pattern using fuzzy sets. Then, the model utilize the product reasoning rule followed by MAX
operation to find the class label of the input pattern. The proposed model performance is verified using
various classification models with the vowel data set. The performance of the proposed model is also
compared with the fuzzy k nearest neighbor algorithm on the 50% and 80% training data sets. The
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motivation of this work is to utilize the fuzzification process that produces the importance of features of input
patterns belonging to all classes rather than just one class.

The main contributions of this paper are as follows:

� A particular problem in the fuzzy k-nearest neighbor algorithm is addressed, i.e., when the data has
highly overlapping classes.

� The identified problem is resolved by using a membership matrix and considering the importance of
each pattern feature rather than considering the significance only.

� A pattern classification model is developed using the k-nearest neighbor algorithm. The model’s
accuracy is verified using different classification models with the vowel data set.

The organization of the paper is as follows: In Section 2, steps of the proposed model have been
discussed; in Section 3, the data set and the result and analysis are discussed, and the proposed model is
compared with the fuzzy k-nearest neighbor algorithm, and the proposed model is also compared with
five other classification models and conclusion is drawn in Section 4.

2 Framework of the Proposed Model

In this section, a model is proposed to classify unknown patterns, and the various steps are shown in
Fig. 1. Initially, the proposed model finds out the nearest neighbors of the unknown pattern using the k-
nearest neighbor algorithm. Now, selected nearest neighbors are provided as input to the fuzzification
process. Then the reasoning rule and defuzzification process are carried out to find the class label for the
unknown pattern. In this paper, the proposed model is implemented in MATLAB software. The
succeeding subsections describe the classification process and the advantage of using it.

2.1 Nearest Neighbors of the Input Pattern

In this section, the nearest neighbours of the input pattern are chosen using the k nearest neighbors
algorithm as shown in the first step of Fig. 1, where k is a positive integer. Let S ¼ f p1; p2; . . . ; png be
a set of n completely labelled patterns, where each pathasaving l features and class labels. Since class

Figure 1: The proposed model flow chart for pattern classification
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labels of the patterns are known, therefore, these are called as known patterns. pattern pi is represented as
pi ¼ ffi;1; fi;2; fi;3; . . . ::; fi;lg where fi;j is jth feature of the pattern pi. A pattern x; whose class labels are
not known is called an unknown pattern, where x is represedistance-vector x ¼ ff1; f2; . . . ; flg.
D ¼ fd1; d2; . . . ; dng is a distance vector, where di represents the Euclidean distance between the
ithpattern pi and the unknown pattern x.

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXj¼l

j¼1
ðfi;j � fjÞ2

r
(1)

The pattern pi is in k nearest neighbors of x iff di � dj is satisfied for at least n� k times for 1 � j � n.
Such patterns are selected among the n patterns that are known as nearest neighbor patterns. This is also
verified by the k nearest neighbor algorithm, which is as follows:

Algorithm 1: k-nearest Neighbor Algorithm

Require: Let Z ¼ femptyg be a set for k nearest neighbors.

Ensure: Z = k-nearest neighbors of input pattern x.

1. Set k ¼ 1 and i ¼ 1

2. while ðk � nÞ do
3. while ði � nÞ do

4. Compute the distance di between the pattern pi and unknown pattern x.

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPl

j¼1 ðfi;j � fjÞ2
q

5. if ði � kÞ then

Z ¼ Z [ pi

6. else if ðdi is less than the previous pattern0s distanceÞ then
Replace the pattern which has maximum di in the Set Z.

7. end if

8. i ¼ iþ 1

9. end while

10. end while

Output of the following step is set Z which contains the k nearest neighbors of the unknown pattern.

2.2 Fuzzification of Features of Input Pattern

In this section, fuzzification of features of a pattern is processed by using k-nearest neighbors. The
output of this step will be the membership matrix. In the fuzzification method, the membership value of a
feature of the known pattern is represented as ll;ij, where ll;ij is the membership value of lth feature of

ithpattern for the jth class. If ll;ij ¼ 0, it means lth feature of ithpattern does not belong to jth class and if

ll;ij ¼ 1, it means lth feature of ithpattern fully belong to jth class and if 0,ll;ij, 1, it means the lth

feature of ithpattern partially belongs to the jth class [29–31]. The membership function given by the
Keller et al. [26] is as below:
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liðxÞ ¼

Pj¼k

j¼1
li;j � 1

jjxi�xjj
� � 2

m�1

Pj¼k

j¼1

1
jjxi�xjj

� � 2
m�1

(2)

where liðxÞ is a membership value of the unknown pattern x for ith class and li;j is a membership value of
pattern ith for jth class. jjxi � xjj is an Euclidean distance between x and xi, and the variable m decides how
intensely the distance is weighted. But in this function, the importance of the features of the nearest neighbors
is neglected, which is overcome by the membership matrix. The membership matrix gives the membership
degree of the features of an input pattern to different classes by utilizing fuzzy sets.

kr;sðxÞ ¼
Pi¼k

i¼1
lr;is � 1

jfi;r�fx;rj
� � 2

m�1

Pi¼k

i¼1

1
jfi;r�fx;rj

� � 2
m�1

(3)

where jfi;r � fx;rj is the absolute difference of frequency between the rth feature of ith pattern among k nearest
neighbors and the rth feature of unknown pattern x. kr;sðxÞ is the membership value of rth feature of unknown
pattern x for the class sth: Therefore, if the pattern has l features and c classes, the membership matrix will
have l rows and c columns. The membership matrix M of fuzzified inputs is represented as:

M ¼
k1;1ðxÞ k1;2ðxÞ . . . k1;cðxÞ
k2;1ðxÞk2;2ðxÞ . . . k2;cðxÞ

. . .
kl;1ðxÞ kl;2ðxÞ . . . kl;cðxÞ

2
664

3
775 (4)

The fact that the sum of a feature’s membership values in the c classes must be equal to one for
mathematical tractability. Therefore, it is defined for rth feature as follows:Xj¼c

j¼1
kr;jðxÞ ¼ 1 (5)

For example, when c = 2, if the membership values are near the value of 0.5, it indicates that the feature
has a high level of membership in both of the classes; that is, the “bounding area” which isolates the classes
from each other.

2.3 Reasoning Rule

The output of the fuzzification process is a membership matrix M (as described in [7,32]), which uses
fuzzy sets to assign membership degrees to aspects of a pattern to distinct classes by applying fuzzy sets [28].
On fuzzy sets, aggregation operations merge multiple fuzzy sets in a personalized manner to form a single
fuzzy set. For issues in which all features contribute adequately to the desired class and cooperate in the
decision-making approach, union and intersection (basic aggregate operations) are often unsatisfactory
[33]. So, we have utilized the minimum reasoning rule (RR) over the attributes of the membership matrix
as described in Li et al. [7]. Ghosh et al. [32] have explained and illustrated the advantage of utilizing
product RR rather than minimal RR in different real-life datasets. In this work, product RR has been used
for finding the class label. After using the product RR, the output obtained in the form of a vector is
given by:

IASC, 2023, vol.35, no.3 3591



M 0 ¼ ½d01; d02; . . . :; d
0
c� and d0j ¼

Yr¼l

r¼1
kr;jðxÞ (6)

for j ¼ 1; 2; . . . ::; c and kr;jðxÞ is membership value of rth feature of unknown pattern x for jth class.

2.4 Rescaling and Defuzzification

Finally, the rescaled vector is obtained asMop and a hard choice is made by utilizing a MAX function for
defuzzifying the class associated with the vector. The class label of nearest neighbors is assigned to the input
pattern, which has the highest membership value.

Mop ¼ ½d1; d2; . . . ; dc� and dj ¼
d0jPj¼c
j¼1 d

0
j

(7)

If di � dj, for j ¼ 1 to c and j 6¼ i, then an unknown pattern belongs to the ith class where 1� i � c. Here,
dj is the membership value for jth class. The MAX defuzzification technique is commonly used to solve
classification problems and provide a hard class label. Various defuzzification techniques, such as mean
of maximum, centroid of area, and so on, are employed in other issues (for example, in the control
system problem [34]). However, the fuzzy class label can be used for higher-level analysis, but
normalization of the result may be required.

3 Result and Discussion

In this section, we will discuss the data set and performance of the proposed model. The performance of
the presented model is shown in the context of percentage accuracy (PA), where percentage accuracy is the
proportion of the testing data that the proposed model effectively categorizes. The known class label of
testing data is compared with classified results from the proposed model for the model’s accuracy. The
training and testing data of the data set are selected at random by partitioning the data set into two parts.
Testing data is independent of training data.

3.1 Data Set

This paper verifies the proposed model on the benchmarked Telugu vowel data set [35]. The data set is
completely labeled and comprises 871 patterns, having three features and six highly overlapping classes.
Features of the patterns are the sound which is uttered by human beings. The overlapping idea of these
classes can be imagined from Fig. 2 of the vowel data set [1]. It has been observed that about 50% of
boundary regions of class 5(/e/) is overlapped with neighbor’s class boundaries, for example, class 1 (/∂/),
class 3(/i/) and class 6 (/o/).

3.2 Proposed Model’s Performance at the Varying Percentage of Training Data

The performance evaluated for different percentages of training data is illustrated in Tab. 1. The results
from the Tab. 1 show that, for different percentages of training data, the percentage accuracy of the
classification has been evaluated for the respective training data at m= 1.1 and k = 5. For better
visualization of the performance accuracy, the respective bar chart is also shown in Fig. 3. From Fig. 3, it
is explicable that as the percentage of training data increases, the accuracy in classifying the testing data
also increases simultaneously.
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3.3 Comparison of the Proposed Model with Various Classification Models

The proposed model’s performance is compared with various classification models. The models stated
below have the benchmarked accuracy for the vowel data Set at 50% and 80% training data set [35–37].
Hence, the same benchmarked models have been used for the performance analysis on the 50% and 80%
training data sets, which are stated below:

(a) Models used on 50% training data set

Model 1: Low, medium, and high (LMH) fuzzification (Meher [1]),

Model 2: LMH with fuzzy product aggregation reasoning rule (FPARR) classification (Meher [1]),

Figure 2: Visualization of overlapping classes by using projection over F1-F2 plane of vowel data [1]

Table 1: Performance evaluation of the proposed model on the vowel data set at varying percentage of the
training data set

Percentage of
training data

Classification accuracy
in percentage (%)

10 76.02

30 81.31

50 84.86

70 87.79

80 89.35

90 90.91
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Model 3: Neuro-fuzzy (NF) classifier (Ghosh et al. [20]),

Model 4: LMH and Pawlak’s rough set theory with FPARR (Meher [1]),

Model 5: LMH and neighborhood rough set with FPARR (Meher [1]),

Model 6: A pattern classification model for vowel data using fuzzy nearest neighbor (This model).

(b) Models used on 80% training data set

Model 1: Neuro-fuzzy (NF) classifier (Ghosh et al. [20]),

Model 2: Class dependent fuzzification with Pawlek’s rough set feature selection (Pal et al. [22]),

Model 3: Class dependent fuzzification with neighborhood rough set (NRS) feature selection (Pal et al. [22]),

Model 4: NRS fuzzification and neural network classifier with extreme learning machine algorithm
(Meher [21]),

Model 5: SSV decision tree (Duch et al. [37]),

Model 6: A pattern classification model for vowel data using fuzzy nearest neighbor (This model).

For the 50% and 80% training data set, the performance of all the classification models is shown in
Tab. 2. In Tab. 2, at different percentages of the training data set, percentage accuracies for all the models
have been calculated. From Figs. 4a–4b, it is visible that the percentage accuracy of model 6 is highest as
compared to the rest of the five models for 50% and 80% training data set. In the experimental analysis,
the efficiencies of the models have been demonstrated and it was found that the accuracy of the proposed
model is superior to the previous models at m = 1.1 and k = 5 with the vowel data set.

3.4 Comparison of the Proposed Model with Fuzzy k-Nearest Neighbor Algorithm

The percentage accuracy of the presented model is compared with the fuzzy k-nearest neighbor
algorithm proposed by Keller et al. [26] on the 50% and 80% training data sets. The accuracy of the
presented model is calculated using a random subsampling technique. This technique randomly splits
the data set into training and test data. The model has been trained for the training data for each split, and
the accuracy is predicted using test data. The resulting performance accuracy is then averaged over the
splits. A comparison of the proposed model with a fuzzy k-nearest neighbor algorithm over such splits is
illustrated in Tab. 3.

Figure 3: The proposed model performance with vowel data set

3594 IASC, 2023, vol.35, no.3



From Tab. 3, it has been depicted that the average accuracy of the fuzzy k-nearest neighbor algorithm at
50% and 80% training data is 84.72477% and 85.05747%, respectively. In comparison, the average accuracy
of the proposed model at 50% and 80% training data sets is 85.27523% and 88.50575%, respectively. The

Figure 4: The comparison of proposed model with previous classification models: (a) on 50% training data
set (b) on 80% training data set

Table 2: Performance comparison of the proposed classification model with the previous classification models
on 50% and 80% training data set

Percentage accuracy (PA) Percentage accuracy (PA)

Model 50% training data set Model 80% training data set

1 80.01 1 79.87

2 81.13 2 82.56

3 81.79 3 84.05

4 82.76 4 86.0

5 83.88 5 86.76

6 84.86 6 89.35

Table 3: The proposed model and fuzzy k-nearest neighbor algorithm performance with the vowel data set

Splits of sampling Percentage accuracy (PA) at
50% training data set

Splits of sampling Percentage accuracy (PA) at
80% training data set

Fknn Proposed model Fknn Proposed model

1 85.09 86.01 1 89.66 90.80

2 85.09 84.86 2 85.06 85.06

3 81.19 82.80 3 85.06 90.80

4 85.32 85.32 4 85.06 90.80

5 86.93 87.38 5 80.46 85.06
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proposed model has better accuracy for both data sets than the fuzzy k-nearest neighbor algorithm. The
results of the splits are shown in Figs. 5a–5b. In experimental analysis, the model’s efficiency has been
demonstrated. It has been observed that the performance accuracy of the proposed model is superior to
the fuzzy k-nearest neighbor algorithm at m = 1.1 and k = 5 with the vowel data set.

4 Conclusion

The pattern classification model for the vowel data using fuzzy set theory has been proposed, exploring
the advantage of the explicit fuzzy classification technique and improving the model’s performance. Thus,
the model explores the collective benefits of these techniques, which provide better class partition details,
helpful for significantly overlapping data sets. The proposed model generates a membership matrix that
represents the importance of features of input patterns belonging to all classes rather than just one class.
As a result, the ability to generalize is improved. The efficiency of the proposed model was calculated
through the percentage accuracy (PA), which was measured for a completely labeled vowel data set.
Classification accuracy of the proposed model is also compared with the previous classification models
and the fuzzy k nearest neighbor algorithm. The proposed model gives 84.86% accuracy on 50% training
data set and 89.35% accuracy on 80% training data set. The learning ability of the proposed model from
a small fraction of training data makes it applicable to tasks, including a high number of features and
classes. This work can also be extended for organizational data, financial gaming, statistics etc.
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