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Abstract: The main task of thyroid hormones is controlling the metabolism rate of
humans, the development of neurons, and the significant growth of reproductive
activities. In medical science, thyroid disorder will lead to creating thyroiditis and
thyroid cancer. The two main thyroid disorders are hyperthyroidism and
hypothyroidism. Many research works focus on the prediction of thyroid disorder.
To improve the accuracy in the classification of thyroid disorder this paper pro-
poses optimization-based feature selection by using differential evolution with
the Butterfly optimization algorithm (DE-BOA). For the classifier fuzzy C-means
algorithm (FCM) is used. The proposed DEBOA-FCM is evaluated with para-
metric metric measures of sensitivity, specificity, and accuracy. In this work,
the thyroid disease dataset collected from the machine learning University of Cali-
fornia Irvine (UCI) database was used. The accuracy rate for the Differential Evo-
lutionary algorithm got 0.884, the Butterfly optimization algorithm got 0.906,
Fuzzy C-Means algorithm got 0.899 and DEBOA + Focused Concept Miner
(FCM) proposed work 0.943.
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1 Introduction

In medical science, diagnosis and prediction of disease is a complicated task for physicians. The
secretions of the thyroid hormone are important in metabolism regulation. The thyroid gland is one of the
main organs of our body. Due to hormonal changes in the body two prominent disorders of thyroid
disease are hypothyroidism and hyperthyroidism [1]. Due to excess hormones, hyperthyroidism disorder
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formed. This disorder disrupts the chemical equilibrium of the human body. Therefore, it causes other
illnesses and toxic adenomas can develop. In addition to that, hyper thyroiditis is the main cause of
diseases like malignant tumors or the pituitary gland.

Thyroid cancer is caused due to genetic nature of our parents [2]. Thyroid cancer or tumor is caused by
faulty genetic nature. And also, deficiency in the nutritious diet and certain chemical changes occur in our
body. It may lead our life at a high-risk rate in various forms of thyroid cancer. The thyroid hormones are
controlled by thyrotropin (TSH) [3]. When the secretion of thyroid hormone reduces caused many
diseases like constipation, dry skin, prolonged menstrual bleeding, weight gain, and feeling cold. In
addition to this, it causes the disorders of Hashimoto’s thyroiditis and Thyroid hormone resistance [4].

The structure of the thyroid is like a butterfly shape. Its right and left lobes of the thyroid look like the wings
of a butterfly. The link between these two wings is called the isthmus [4–5]. The hormones produced through the
thyroid gland control the growth of the human body and its metabolism. Thyroid disease is a peculiar one
compared with other diseases in the aspects of easy diagnosis and accesses the treatment [6]. The secretion of
thyroid hormone increases and decreases can create health problems in various ways. There are so many
research works that have been done on the diagnosis of thyroid disease. The issues in the traditional method
are inaccurate diagnosis, time consumption is high, inconsistency, and elimination of redundant features and
consists of missing attribute values. To overcome these issues DEBOA-FCM proposed work is implemented.

To diagnose various types of diseases with a high accuracy rate by using machine learning technique
which helps the physicians in the aspects of reducing the cost and minimizing the prediction time and
error rate. In this work efficient prediction of thyroid disease based on optimized feature selection with
fuzzy c-means classifier is implemented. The purpose of this work undergoes various stages like pre-
processing, feature selection, and classification. Handling huge features leads to time-consuming and cost-
effectiveness. Therefore, proposed work DEBOA-FCM is needed to develop a model for the prediction of
thyroid disease with minimum features and classify the thyroid disease as normal, hyperthyroidism, and
hypothyroidism. The main contribution of this proposed work is:

� To reduce inconsistency, eliminate the redundant features, and maintain the missing feature values by
using pre-processing phase.

� To handle a large volume of data with whole features will mislead inaccurate diagnosis. Therefore,
feature selection is implemented by using a fusion of differential evolutionary algorithm with the
Butterfly optimization algorithm.

The paper has been organized as follows: Section 2 describes the review of the literature, Section
3 describes the feature selection is based on DEBOA, Section 4 discusses experimented results and
Section 5 concludes the paper with future directions.

2 Review of Literature

Nowadays thyroid disease is a common problem based on the hormonal changes in the body. Thyroid
disease can affect women, men, children, and elder persons. A hormonal change in the body creates thyroid
disorder which is detected by blood tests. The classification of thyroid disease is hyperthyroidism and
hypothyroidism. Clinically hyperthyroidism is based on excessive thyroid hormones and hypothyroidism
is a lack of thyroid hormone [5]. Prediction of hypothyroid disease using Linear Discriminant Analysis
(LDA) [6] performs well. Borzouei et. al. [7] proposed forecasting the thyroid cancer survey in which
44,280 new instances (12,150 men and 32,130 women) in the American Cancer Society. Shiva Borzouei
et.al [8] proposed a new model based on Multinomial logistic regression with a neural network that
diagnoses the thyroid disorder of hyperthyroidism and hypothyroidism. In the machine learning
algorithm, the diagnosis of thyroid disease using the attributes in the dataset requires more attention.
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These attributes are converted into matrix format by using the rough set method. This matrix is a combination
of rows that denotes the attributes and columns are represented rules which are applied to each attribute in the
data set [9]. Ankita et.al. [10] focus diagnosis of thyroid disease using comparatives of Support Vector
Machine(SVM), multiple linear regression, Nave Bayes and Decision Tree.

In the last few years, the concept of artificial intelligence is used in the classification of thyroid disease.
For the clinical examination, the machine learning algorithm has effectively implemented the interpretation
of data related to thyroid disease and diagnosis of the disease at the early stage [11]. Singh [12] proposed the
K-nearest neighbor and Support vector machine, Bayesian classification of thyroid diseases in the data set of
the ultrasound image of thyroid nodules. Erol et al. [13] proposed a multilayer perceptron with a radial basis
function neural network for the classification of thyroid disease. Tab. 1. shows that survey about thyroid
disease. Above discussed techniques have less efficiency in thyroid prediction.

Table 1: Survey on the diagnosis of thyroid disease

Author name Description Features

Aversano L et.al,
[14] (2021)

Extra Tree Classifier is used to predict thyroid disease. T3, T4

Leitch VD et.al,
[15] (2020)

TH thyroid hormone levels influence cancer proliferation, and it
involves direct regulation of gene expression with nuclear receptors
(THRs)

T3, T4

PaczkowskaK et.al,
[16] (2020)

Accessing the thyroid function uses Thyroid hormones (THs) and
thyroid-stimulating hormones.

thyrotropin,
TSH

Talasila V et.al, [17]
(2020)

LightGBM produced a more accurate prediction of thyroid disease
with the rough set.

T3, T4, TSH,

Razia S et.al, [18]
(2020)

artificial immune-recognition system in the diagnosis of thyroid
disease.

T3, T4, TSH

Tangirala S [19]
(2020)

Classification of thyroid disease by using decimals tree classifier
along with GINI index and information gained in the dataset.

TSH

Arora et.al, [20]
(2019)

Extreme Learning Machine for Thyroid Nodule Classification with
Graph Cluster Ant Colony Optimization Based Feature Selection

T3, T4, TSH

3 Proposed Methodology

The proposed work of diagnosis thyroid disease using machine learning algorithms provides better
parallelism, high speed, and tolerance of error against noise. The reuse feature which is kept in Machine
Learning Applications(MLA) helps to think of an option for proposed work development. Thyroid
attributes are suitably converted for representing hard analysis. Two levels are followed 1. Discretizing, 2.
Matrix is formed with rows and columns. A row represents attributes with similar scores and a column
defines the attribute definition by the ruleset. The overview of the proposed work is shown in Fig. 1.

3.1 Pre-Processing

Various problems like noisy variables, data redundancies, and missing values are recovered using the
pre-processing step as shown in Fig. 2. The cost of mining can be reduced by using high-quality data for
producing quality results. The whole dataset is pre-processed by using an algorithm. Traditional
algorithms extract features from discrete datasets. If it is a continuous feature, algorithms are combined to
introduce discrete attributes. UCI repository in our work has continuous and discrete data for pre-
processing. The masking technique is used to check the false number constraint and missing values. If
these values are available, then it is replaced by the column’s mean value.
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Data cleaning improves the accuracy and to produce the high-quality results this UCI repository data set
undergoes a data cleaning process. removal of noise, cleaning redundant data. Data Transformation consists
of an input UCI repository dataset containing a combination of discrete and continuous data types. These data
are transformed into a standard format for the analysis. In this work, data transformation is done by using
normalization. The normalized range of input values between [−1.0 to 1.0] or [0.0 to Missing Data the
input dataset contains missing elements that can be replaced by values or discarded the missing
information. Missing values or null values are identified by using the mask method and replaced by their
column mean value. Data Reduction helps to improve the accuracy, increase the storage space
dimensionality reduction of data is used. Irrelevant features of data are discarded.

3.2 Proposed Feature Selection

Improving accurate diagnosis, minimizing the accessing time, and discarding irrelevant attributes of the
data are essential. Examining the whole data set is a tedious one. Therefore, selecting significant attributes of
data is needed. These selections of significant features help the experts in the aspect of quick diagnosis of
disease. In the feature selection, identify the most relevant features or selection of subset features from
the dataset. These subset features are ranked based on selection strategies. Hence, reduction of

Figure 1: Overview of proposed work

Figure 2: Data pre-processing
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dimensionality attributes, removing irrelevant attributes and redundant data in the data set. In this proposed
work, feature selection is based on the fusion of Differential evolution with the Butterfly optimization
algorithm. (DE-BOA). Feature

3.2.1 Differential Evolution (DE)
Differential Evolution (DE) is an effective optimization search problem. It is based on directional search

and stored in vector format. Like an evolutionary algorithm, it implements crossover, mutation, and selection.
The main part of Differential Evolution is selecting the mutation operator from vector values, based on these
values it can scale the difference between the remaining two values (members) of the population. The
procedure of differential evolution is given in algorithm 1 as shown in pseudo-code form.

Algorithm 1: Differential Evolution (DE)

Input: Initialize the population

Output: Optimal Solution

Step Initialize the population variables wth vector values subscrpt and parWhilespace.

Step 2: Whilonermination� condn not met do

Step 3: For all Yi;GE in GE members in vector value Yi do

Yi;GE ¼ y1i;GE; y
2
i;GE ; y3i;GE ; . . . :; yDi;GE ; i ¼ 1; 2; . . . ; (1)

Step 4: Create Mutation operator using

Yi;GEþ1 ¼ Yi1;GEþ1 þ R � Yi2;GE � Yi3;GE
� �

(2)

Here, i1; i2and i3 are generating random numbers within the range of [1, N]. and R is the rr in the interval of
[0,2] and Yi2;GE � Yi3;GE is the amplification degree of a differential variable.

Step 5: Crossover operation between elemetscap new trial individual element subscript and it is represented by:

Yi;GEþ1 ¼ Y1i;GEþ1 þ Y2i;GEþ1 þ Y3i;GEþ1; . . . :; YDi;GEþ1
� �

; i ¼ 1; 2; . . . (3)

Yi;GEþ1 ¼ Xji;GEþ1 ; if rndb jð Þ � CRVð Þor j ¼ mbr ið Þð Þ;
Xji;GEþ1 ; if rndb jð Þ > CRVð Þor j ¼ mbr ið Þð Þ

�
(4)

Here rndb jð Þ is distributed uniformly in the range of [0,1] and CRV is the probability of crossover in the
range of [0,1], rmbr ið Þ is random integer range of value between [0, D].

Step 6: Selection operation is calculated for an individual candidate from crossover operation and mutation
competition with its target individual candidate and it can be expressed as:

Yi;GEþ1 ¼ Ui;GE ; if f Ui;GE

� �
> f Yi;GEþ1
� �� �

Yi;GEþ1 ; if f Ui;GE

� � � f Yi;GEþ1
� �� ��

== f is the fitness functioMember (5)

Step 7: End For

Stmember cap all population vector memberYi;GE do

Step 9: If f Ti;GE
� � � f Yi;GE

� �
then

Step 10:Yi;GE  Ti;GE

Step 11: End IF
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In Algorithm 1, shows that implementation of Differential evolution and its crossover is called binomial
crossover. Newly creation of trial population vector which transfers over to the next generation. The newly
created trial vector is replaced by the target vector value which is equal toor minimum cost based on a fitness
function. Fig. 3 shows theworkflow of DE.

3.2.2 Butterfly Optimization Algorithm
The idea behind the butterfly optimization algorithm (BOA) isa fusion of behaviours of the butterfly

insect with its biological character. Butterflies are insects that belonging to Lepidoptera. It has senses like
sight, smell, taste, touch, and hearing [21].It mimics social behaviour and buttery food. By using these
senses,it can search its food, mating parcener, escape from its enemies, and immigrate from one place to
another place. During immigration, it generates a fragrance with intensity for propagating the distance.
The fragrance intensity attracts the other best butterfly by sensing the fragrance and moving towards it

Figure 3: Proposed DE butterfly optimization algorithm
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and it is called a global search. If it fails to sense the intensity of the fragrance of best butterfly randomly it can
move to another new position in the search space and it is called as local search. The fragrance sensing is
shown as physical strength of the stimulus and it can be expressed as:

pfri ¼ sIa (6)

Here, pfri is the perceived fragrance intensity, s is the parametric value for sense, I is the stimulus
fragrance intensity, a is the power exponent of fragrance absorption. modality of sensor s. The butterfly
movement is based on 3 stages namely global search, local search and evaluation of solution. In the
global search stage, based on the fragrance intensity it can attracts another butterfly and moves to select
the best butterfly and it can be expressed as:

ytþ1i ¼ yti þ rnd2b� � yti
� �

fri (7)

Here yti is a vector value and it denotes solution (butterfly) at each iteration t, b� is overall best solution,
rnd is the random number in the range of [0,1], fri is fragrance intensity of ith butterfly. In this global search
stage b is in all outcome solutions, the minimum fitness value is defined. And update its velocity based on
fitness value. In the local search stage are defined as follows:

ytþ1i ¼ yti þ rnd2ytj � ytk

� �
fri (8)

Here ytj and ytk are two vector value which represents the various butterflies in the same population.
Update its parameters for the best butterfy can be expressed as:

a itð Þ ¼ ais � ais � afi
� �� sin

p
l
� it

mitr

� �2
 !

(9)

Here, ais and afi are parametric nital and final value, a, l are tuning parametric values and mitr is the
maximum number of iterations.Update its position based on fitness value. In the local search stage are
defined as follows:

ytþ1i ¼ yti þ vetþ1i (10)

Here ytj and y
t
k are veocity of i

th element at iteration t and t + 1. The pseodocode algorithm is described in
algorithm 2

Algorithm 2: Butterfly Optimization Algorithm

Input: Initialize the population of butterflies n, parametric value a is the power exponent of fragrance
absorption, maximum iteration t, modality of sensor s.

Output: Optimal Solution

Step 1: Initialize the counter variable it ¼ 0

Step 2: for i ¼ i < nð Þ do

Step 3: Randomly generate the initial population of butterflies yti.

Step 4: For each butterfly, calculate the fitness function f ðyti Þ
Step 5: Evaluate the fragrance intensity using Eq. (6).

Step 6: Select overall best butterfly using b�

Step 7: End For

(Continued)
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Step 8: Repeat

Step 9: Assign it ¼ it þ 1

Step 10: For i ¼ 1; i � nð Þ do
Step 11: Create the random number rnd, where rnd 2 0; 1½ �
Step 12: if rnd < qð Þthen // p is perceived value

Step 13: Butterflies are move towards the best butterfly b� using Eq. (7)

Step 14: Else

Step 15: Randomly move the butterflies as in Eq. (8)

Step 16: End IF

Step 17: For each butterfly, calculate the fitness function f ðyti Þ
Step 18: Select overall best butterfly using b�

Step 19: End For

Step 20: Update the parametric values using Eq. (10)

Step 21: Until it > Maxitð Þ
Step 22: Produce the best outcome solution b�.

In the algorithm 2, parametric values are initialized and based on the intensity value of fragrance
butterfly select the best solution.Fig. 3. shows that proposed feature selection algorithm based on fusion
of differential evolution with butterfly optimization algorithm (DE-BOA).

In the Fig. 3 describes that, in the diagnosis of thyroid disease optimized fusion feature selection is
implemented for higher in accuracy rate, minimizing the redundant features as well as irrelevant features
in the data set.

3.3 Classification using Fuzzy C-Means Algorithm (FCM)

Classification plays a vital role for diagnosis the type of thyroid. In order to estimate higher accuracy rate
in this paper C-Means algorithm is used to classify the normal, hypothyroid and hyperthyroid.FCM is an
unsupervised learning algorithm.The purpose of FCM is reducing the dissimilarity elements and identify
the cluster centroids. In a single data it provides two or more clusters. For every cluster it assigns the
membership to each data point and each centroid value of cluster is based on distance between data point
and cluster. If more data is belonging to or nearer to centre point of cluster is combined together to form
a membership point. In each data point the summation of membership should be equal to one. The
objective function is

fcm ¼
XD
i¼0

XCl
j¼0

mumji dxi � dcj
		 		2 (11)

Here, m is the real number greater than value 1, D is the total number of data, Cl is the number of
clusters, mumji is the membership degree of dxi in the cluster j, dxi is the ith data, dcj is the cluster centre.
The algorithmic procedure is given below:

Algorithm 2 (continued)
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Algorithm 3: Fuzzy C-Means Algorithm (FCA)

Input: Selected features from the dataset

Output: Classify the type of thyroid disease

Step 1: Initialize the membership matrix elements in a random manner using:

Xcl
i¼1

muij ¼ 1; j ¼ 1; 2; . . . ; n (12)

Step 2: Evaluate the centroid by using

centi ¼
Pn

j¼1 muijyjPn
j¼1 mu

m
ij

(13)

Step 3: Evaluate the dissimilarity values between data points and centroid points using Eq. (11).

Step 4: when previous iteration below threshold value means stops the iteration.

Step 5: Evaluate a new mu using

muij ¼ 1Pcl
k¼1 diij



diik

� � 2

m
� 1

� �
(14)

Step 6: Go to Step 2.

The algorithm 3, iteratively updating the Centroid of cluster and its membership values for each data
point. Repeatedly it moves the centroids value of cluster to the exact location within the UCI repository
data set.

4 Result and Discussion

4.1 Data Set Description

To implement the diagnosis of thyroid disease and classify the types of disease by using the UCI
repository data set [22–34]. In this work, the operating system that has been used is Linux Ubuntu-
18.04 with ApacheSpark-2.4.3. Python Language is used in the Spark platform. Differential evolution,
butterfly optimization algorithm, fuzzy C-means algorithm is used in this work. Tab. 2. shows the dataset
for thyroid disease, composed of 4152 instances, 18 features, and class. The thyroid dataset aims to
predict whether the person is suffering from thyroid disease or not and which categorize of thyroid.
Range of features values in the dataset are shown in Tab. 3.

Table 2: Dataset description

Data set No. of features No. of samples No.of classes

UCI Repository 18 4152 3
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The performance metric measures of proposed work is given below:

Accuracy

Accuracy (ACC) is used for the exact prediction of disease.

accuracy ¼ TP þ TN

TP þ TN þ FP þ FN
� 100 (15)

Precision

precision ¼ TP

TP þ FP
� 100 (16)

Recall

recall ¼ TP

TP þ FN
� 100 (17)

Table 3: Range of feature values in the dataset

Features Feature Range

Age 6 to 62

Gender Female or Male

Thyroxine Nominal [0,1]

Query _Thyroxine Nominal [0,1]

Antithyroid_ medication Nominal [0,1]

Surgery _ Thyroid Nominal [0,1]

Hypothyroid Nominal [0,1]

Hyperthyroid Nominal [0,1]

Pregnancy Yes or No

Sickness Nominal [0,1]

Lithium- Nominal [0,1]

Goitre Nominal [0,1]

Thyroid Tumour Nominal [0,1]

TSH_value Numerical [0.0–530.0]

T3_value Numerical [0.0,10.2]

FTI Numerical [0.0,881.2]

TT4_value Numerical [2.0–450.0]

TT4U Numerical 0.0–2.21]

Class ‘0’ Hyper Thyroid

‘1’ Hypo Thyroid

‘2’ Normal
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F-Measure harmonic mean of precision and recall

F � Score ¼ 2� Precision � Recall

Precisionþ Recall
(18)

Mean Absolute Error (MAE)

MAE ¼ 1

n

Xn
i¼1

ypi � yai
		 		 (19)

Kappa Statistic

It is a measure of agreement between two categorical variables, A and B. The Kappa Statistic takes
values between 0 and 1. The observed agreement variable between A and B is shown by Pob and
expected agreement variable pex .

K̂ ¼ Pob � pex
1� pex

(20)

False Negative Rate

It is a ratio of positive result which produce the negative test result along with the test and provided the
condition is present.

FNR ¼ FP

FP þ TN
(21)

Negative Predictive Value (NPV)

NPV is the level of contributes to the negative test

NPV ¼ TN

TN þ FN
(22)

Tab. 4 shows that features selected by the feature-selection algorithms with the execution time.

In the Tab. 4, relevant features are selected for the process of proposed work. In the observation of
Tab. 4, proposed work requires minimum time for selecting the features in the data set. The selected
features give more accurate result. Some prioritized features are T3,T4,TSH, pregnancy, blood pressure.
Tab. 5 shows that performance metric measures of precision, recall, F1-Score and kappa statistic.

In the Tab. 5, shows that precision, recall, F1-Score values of proposed work DE-BOA+FCM produces
89.78%, 93.45% and 91.44%. The range of kappa statistics between 0 and 1. The proposed work got 0.22.
The DE got precision of 58.45%, Recall of 64.53%, F1-Score of 60.13% and Kappa statistic of 0.56. The

Table 4: Feature selection with selection time

Feature selection algorithm Total features Selected features Time required for
Feature Selection (s)

Differential Evolution 10 7 1.134

Butterfly Optimization Algorithm 10 6 0.083

Fuzzy C-Means Algorithm 10 7 0.094

DE-BOA + FCM (proposed) 10 4 0.0246
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BOA got precision of 78.12%, Recall of 84.66%, F1-Score of 81.22% and Kappa statistic of 0.59. The FCM
got precision of 82.45%, Recall of 86.23%, F1-Score of 82.55% and Kappa statistic of 0.53. Fig. 4 show that
Mean absolute Error rate.

In the Fig. 4 show that error rate for various algorithms. our proposed work produces minimum error
rate in the analysis of thyroid disease. Fig. 5 shows that computation time is required for the diagnosis of
thyroid disease.

In the observation of Fig. 5 the computation time required in the diagnosis of thyroid disease. Tab. 6
shows that metric measures of False negative Rate (FNR) and Negative Predictive Rate by using Eqs. (22).

From the Tab. 6, observed that comparing of results of existing models with proposedDE-BOA
+FCMmodel achieved better performance in the aspects of NPV and FNR rate of 93.18 and 95.37. The
DE got NPV of 78.56 and FNR of 75.13. The BOA got NPV of 82.77 and FNR of 83.59. The FCM got
NPV of 85.98 and FNR of 88.26. Fig. 6. shows that confusion matrix for various algorithm used in the
classification of thyroid disease.

Fig. 6. represents the confusion matrices for the various algorithms like Differential Evolutionary
algorithm, Butterfly optimization algorithm, Fuzzy C-Means algorithm and DEBOA + FCM proposed
work. Fig. 7 shows that accuracy rate of various machine learning algorithms in the diagnosis of thyroid
disease.

In the observation of Fig. 7. describes that, accuracy rate for differential evolutionary algorithm got
0.884, Butterfly optimization algorithm got 0.906, Fuzzy C-Means algorithm got 0.899 and DEBOA +
FCM proposed work 0.943. In overall metric measures of precision, recall, accuracy, F1-score, Kappa
statistics our proposed work produces better result.

Figure 4: Mean absolute error

Table 5: Metric measures of various algorithm

Algorithm Precision Recall F1-score Kappa statistic

Differential Evolution (DE) 58.45% 64.53% 60.13% 0.56

Butterfly Optimization Algorithm (BOA) 78.12% 84.66% 81.22% 0.59

Fuzzy C-Means Algorithm (FCM) 82.45% 86.23% 82.55% 0.53

DE-BOA + FCM (Proposed) 89.78% 93.45% 91.44% 0.22
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Figure 5: Computation time

Table 6: Negative predictive rate PV &false negative rate

Algorithm NPV FNR

Differential Evolution (DE) 78.56 75.13

Butterfly Optimization Algorithm (BOA) 82.77 83.59

Fuzzy C-Means Algorithm (FCM) 85.98 88.26

DE-BOA + FCM (Proposed) 93.18 95.37

Figure 6: Confusion matrix of various algorithm
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5 Conclusion

The early prediction and diagnosis of disease are highly necessity for human being to survive in the
world. Using machine learning algorithms, accurate recognition and prediction of disease have become
more important. The necessary of pre-processing were implemented before feature selection processing is
done. In this work, dimensionality reduction of feature selection is based on differential evolutionary
algorithm with butterfly optimization algorithm is used. For the classification of thyroid disease by using
fuzzy C-means algorithm is implemented. The performance of proposed work DEBOA + FCM is
evaluated through metric measures of accuracy, precision, recall, f1-score, error rate and confusion
matrix. Accuracy rate for Differential Evolutionary algorithm got 0.884, Butterfly optimization algorithm
got 0.906, Fuzzy C-Means algorithm got 0.899 and DEBOA + FCM proposed work 0.943. As a future
work, this diagnosis of thyroid detection model uses ensembled based implementation fusion technique of
neuro-fuzzy inference system in the classification of thyroid disease.
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