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Abstract: The recent outbreak of the coronavirus disease of 2019 (Covid-19) has
been causing many disruptions among the education systems worldwide, most of
them due to the abrupt transition to online learning. The sudden upsurge in digital
electronic devices usage, namely personal computers, laptops, tablets and smart-
phones is unprecedented, which leads to a new wave of both mental and physical
health problems among students, for example eye-related illnesses. The overexpo-
sure to electronic devices, extended screen time usage and lack of outdoor sun-
light have put a consequential strain on the student’s ophthalmic health because
of their young age and a relative lack of responsibility on their own health. Failure
to take appropriate external measures to mitigate the negative effects of this pro-
cess could lead to common ophthalmic illnesses such as myopia or more serious
conditions. To remedy this situation, we propose a software solution that is able to
track and capture images of its users’ eyes to detect symptoms of eye illnesses
while simultaneously giving them warnings and even offering treatments. To meet
the requirements of a small and light model that is operable on low-end devices
without information loss, we optimized the original MobileNetV2 model with
depth-wise separable convolutions by altering the parameters in the last layers
with an aim to minimize the resizing of the input image and obtained a new model
which we call EyeNet. Combined with applying the knowledge distillation tech-
nique and ResNet-18 as a teacher model to train the student model, we have suc-
cessfully increased the accuracy of the EyeNet model up to 87.16% and support
the development of a model compatible with embedded systems with limited
computing power, accessible to all students.

Keywords: Digital eye strain; Covid-19; online study; knowledge distillation; eye
care; EyeNet

1 Introduction

In many countries, schools have been closed indefinitely to stop the spread of the new coronavirus
disease (Covid-19) [1]. As stated in Sahu [2], the outbreak of this pandemic has had a devastating impact
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on the education and mental health of students and academic staff. The traditional teaching method has been
replaced by online classes through digital devices such as computers, laptops and smartphones. When using
these devices, not only do students have trouble looking at a short distance, but teachers, who usually have to
switch between several tabs, are also concerned about constant eye regulation. The amount of time they are
exposed to digital screens is a lot longer than usual, which can easily lead to various eye problems. Due to
numerous factors such as the brightness of the environment, the flickering light, multiple simultaneously
moving images, or visible light which comes from digital electronic devices, human eyes are incapable of
accommodating consecutively for long periods of time, therefore unable to block their wavelengths. The
most prevalent eye condition associated with prolonged use of digital devices is digital eye strain, which
is characterized by symptoms such as dry eyes, itching, foreign body sensation, watering, blurred vision,
and headaches [3]. Unfortunately, the majority of computer users are not aware of the accumulation of
eye fatigue when working with an electronic display. To reduce the possibility of suffering the
aforementioned computer vision syndromes (CVS), doctors and professors recommend using the 20/20/
20 rule when working with computers and mobile phones, which is to look 20 feet away from the screen
for 20 seconds every 20 minutes [4], or when feeling eye strain, alleviate it simply by closing the eyes
for a while. However, even when people are aware of the case, it is hard to follow the solutions while
concentrating on their work. Thus, users prefer a fast and accurate diagnosis that can relieve their patients
discomfort, spare them unnecessary expenses and exposure to potential side effects associated with some
treatments. Mohan et al. [5] and his colleagues measured eye fatigue through a survey using a
questionnaire that asked children and parents about their usage of digital devices before and during the
Covid-19 pandemic. However, this survey only presented the number of children that were suffering
some symptoms and the incidence of digital eye strain, giving no specific solutions. Currently, there are
several software packages that help users manage their rest breaks and exercises [6], but they all have
serious limitations in activity level detection. This activity level is usually determined from keyboard or
mouse use and does not correctly represent the behavior when the user is statically observing the screen.
Therefore, it is important to relieve eye fatigue at the appropriate time to help online teachers or learners
check their eye conditions, as well as to be alert when having symptoms of eye diseases or using digital
electronic devices continuously for a long time.

2 Related Work

In recent years, deep learning using deep artificial neural networks has gained increasing attention for its
image recognition abilities. As a result, artificial intelligence (AI) has been widely applied to handle problems
directly related to humans, such as intelligent education [7], medical [8,9], network security [10], users’
behavior and the environment [11,12]. Thus, their application has improved our society. In
ophthalmology, it has so far mainly been used in the analysis of data from the retinal to segment regions
of interest in images, diagnosis automation and prediction of disease outcomes [13]. Several reviews have
been published that discuss the application of AI in the detection of eye diseases. Although deep
convolutional neural networks (CNN) have gained considerable attention in image processing, including
retinal image quality [14], Mu et al. [15] recently proposed an improved model for the early recognition
of ophthalmopathy in retinal fundus images based on the visual geometry group (VGG) training network
of densely connected layers. Worah et al. [16] indicated algorithms using CNN for blink detection and
compared it with a normal threshold for announcements to individuals. This system warns people that
they may have CVS without specificity or incidence. Machine learning algorithms have also been utilized
in interferometry and slit-lamp images for lipid layer classification based on morphological features [17],
lipid layer thickness estimation [18], ocular redness assessment [19], and tear meniscus height
measurement [20]. Ramos et al. [21] employed machine learning in an attempt to detect dry areas in tear
break-up time videos as well as estimate and conclude that shorter break-up time indicates an unstable
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tear film and a higher probability of dry eye disease. Kim et al. [22] also used CNN for accurate pupil
detection concerning pupil accommodation speed, blink frequency and eye-closed duration. However, this
methodology involves using infrared cameras, which is not suitable for people staying home during this
pandemic. As a result, this technique has low applicability in supporting online learners.

All studies that focus on the clinical diagnosis of eye diseases using retinal images require specialized
medical imaging techniques. Further than that, we are not aware of any review on applying machine learning
on detecting fatigue during e-learning for daily routine. To address these issues, we propose an improved
MobileNetV2 [23] pre-trained model called EyeNet that can be deployed on personal computers for
detecting and recognizing patients’ eye conditions as well as alerting them when having any symptoms of
eye diseases or after having used digital electronic devices continuously for a long time. In reality, the
eye images from our dataset have low resolution and require a model that contains large parameters to
learn and accurately predict the results, so we applied knowledge distillation (KD). This works well with
a high-accuracy teaching model that helps train the EyeNet model to become efficient on all devices. This
study will use deep learning to make predictions about eye diseases, mostly the symptoms of eye strain
after using a digital screen for educational purposes. The major contributions of this paper are as follows:

� We built the proposed model, called EyeNet, by improving the MobileNetV2 to deploy software on
low-configuration hardware such as personal computers.

� Applied KD using ResNet-18 [24] as the teacher model to teach our EyeNet model so that our model
achieves better accuracy on almost any personal devices.

� We use a dataset of eye strain symptoms to train the EyeNet, refer to their characteristics to evaluate
the conditions before they turn worse.

� Deploy an application that detects tired eyes and provides treatment solutions for users in terms of
improving eye conditions while learning and working online.

Since our application is targeted at general users, we decided to capture input data using cameras
available on normal electronic devices used for learning and working without any additional hardware.
This application would be able to process videos in real-time under varying indoor conditions like in the
office.

3 Method

3.1 The Proposed Models

In Fig. 1 we created a basic visualization of the system’s components. The proposed system does not
require any supplementary or external devices to be functional, since it works with the video stream from
a camera. Most modern laptops or cellphones have built-in front cameras anyway and they generally have
a high enough image quality for our model to work. The model is already pre-trained on our machine
before deployment on the client’s side and we will describe the techniques that we used to make the
deployment possible on as many devices as possible below.

An eye dataset was collected and trained on our server in order to detect whether the eyes in the photos
are in fatigue condition or not. We will clarify the method we use to collect this dataset below. We used our
EyeNet, trained with KD to improve the efficiency in recognizing strained eyes after online classes. The
model’s size is carefully calculated to be as light-weighted as possible so that it can be available on most
mobile devices. When the app predicts fatigue conditions, it will give a warning on the screen to remind
the users to have some treatments to keep their eyes in healthy condition.
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3.2 Dataset Preparation

The dataset contains free images on Google and from surveys at different online classes. All students
were voluntarily used for research purposes in our project. The survey was conducted as follows:

� At the end of each session, volunteers were required to turn on the camera and look at the computer
screen on the e-learning platforms; a short video clip with all the participants’ faces will be recorded.

� The volunteers were asked about their eye condition and symptoms, and then assessed the level of
engaging eye strain.

� Depending on their answers, the records would then be labeled as “Normal” or “Fatigue”

From video footage of the sessions, we extracted participants’ frames and label their eyes manually with
corresponding labels which were mentioned before. The whole process is shown in Fig. 2.

Figure 1: System diagram

Figure 2: Data collection from online classes
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During online studying, aside from the element of varying light angles, blurred pictures may also occur
in cases of non-standard cameras. Data augmentation using techniques such as flipping, rotating, randomly
shearing, zooming and adjusting images’ contrast are essential in such circumstances.

Before starting the training phase, we removed poor quality images to prevent the algorithm from
learning unrelated features such as decentralization, blinking, low signal-to-noise ratio, or ambiguous
reactions about eye strain from user responses. After cleaning, we got 611 fatigue eye images and
817 normal eye images. The data was then randomly divided into two parts, with 80% of the images
assigned to the training group and 20% assigned to the validation group. The data is shown in Tab. 1.

3.3 EyeNet Base on MobileNetV2 Model

CNN is a prominent classifier of deep learning that is used to analyze images and extract features from
them in less computational time. It takes images as input, assigns learnable weights, biases them into different
objects, and classifies them into different classes. CNN usually consists of convolutional layers, pooling
layers, and fully-connected layers [25]. The features are extracted by one or more convolution layers and
pooling layers. Then, all the feature maps from the last convolution layer are transformed into one-
dimensional vectors for full connection. Finally, the output layer classifies the input images. The network
adjusts the weight parameters by backpropagation and minimizes the square difference between the
classification results and the expected outputs.

Performing tasks on mobile terminals and embedded devices requires a small, light, fast and accurate
model, so in 2017 MobileNet [26] was introduced. By applying depth-wise separable convolutions
(DSC), MobileNet can decrease the number of parameters and computational complexity with less loss of
classification precision. While standard convolution performs the channel-wise and spatial-wise
computation in one step, DSC splits the computation into two steps: depthwise convolution applies a
single convolutional filter per each input channel, and pointwise convolution is used to create a linear
combination of the output of the depthwise convolution. DSC is continually utilized in MobileNetV2,
attaching to the fine-tuned shortcut connections allowing to decrease the number of input and output
channels of each block residual. This model is based on an inverted residual structure, which is different
from traditional residual architectures. They also use depth-separated convolutional transforms to
minimize the number of model parameters, which significantly reduces the model size.

The original MobileNetV2 model has an input image resolution of 224 x 224 pixels. After model blocks,
images are extracted into feature maps with dimensions of 112 x 112, 56 x 56, 28 x 28, 14 x 14, and 7 x
7 respectively. The final convolutional layer 7 x 7 applied average pooling to aggregate feature into a
1280-dimensional vector, which then is passed through the fully-connected layer with the softmax
activation function to output the classification probability distribution. In our eye strain recognition
problem, the dataset we collected is 64 x 64 eye images, so if we apply the original MobileNetV2 model,
it will be extracted into 4 x 4 and 2 x 2 feature maps and will cause information loss. Therefore, we
created 3 different versions of EyeNet to reduce the depth of the model by changing the bottlenecks at
the end of the outgoing model. In the first version, we removed the bottleneck in the 7th and 8th blocks.

Table 1: Distribution of dataset

Train Test Total

Normal 654 163 817

Fatigue 488 123 611

Total 1142 286 1428
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In EyeNetV2, we eliminated the bottleneck at block 8th and reduced stride in block 7th. In EyeNetV3, we
removed the bottleneck in blocks 7th and 8th and changed the number of iterations in block 6th. Changes
in model parameters are presented in Tab. 2.

When we experimented with our dataset that contains small-sized images, the accuracy when using the
optimal EyeNetV3 was not as high as expected. Therefore, it is crucial to have a technique to advance the
precision of the recently built model, explaining why we applied KD.

3.4 Knowledge Distillation

Knowledge distillation (KD), first proposed by Buciluǎ et al. [27] 2006 and generalized by Hinton et al.
[28] 2015, took the idea of people’s learning process where a big pre-trained model or model ensemble called
teacher transmit information to a smaller student model. It is shown in [28] that using KD often allows for
better performance than simply training the student model from the same data by supervised learning. In our

Table 2: The modified parameter each model

Model Block Input tensor Operator t c n s

MobileNetV2
(64 × 64 px input)

1 642 × 3 conv2d – 32 1 2

2 322 × 32 bottleneck 1 16 1 1

3 322 × 16 bottleneck 6 24 2 2

4 162 × 24 bottleneck 6 32 3 2

5 82 × 32 bottleneck 6 64 4 2

6 42 × 64 bottleneck 6 96 3 1

7 42 × 96 bottleneck 6 160 3 2

8 22 × 160 bottleneck 6 320 1 1

9 22 × 320 conv2d 1 × 1 – 1280 1 1

10 22 × 1280 avgpool 2 × 2 – – 1 –

12 × 1280

EyeNetV1 … … … … … … …

6 42 × 64 bottleneck 6 96 3 1

7 – – – – – –

8 – – – – – –

EyeNetV2 … … … … … … …

6 42 × 64 bottleneck 6 96 3 1

7 42 × 96 bottleneck 6 160 3 1

8 – – – – – –

EyeNetV3 … … … … … … …

6 42 × 64 bottleneck 6 96 6 1

7 – – – – – –

8 – – – – – –

… … … … … … …
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proposal, we use ResNet-18 in the teacher model so that teachers can be trained on a prepared eye’s dataset
mentioned above. This dataset has enough capacity and the teacher network can learn with all the
circumstances. After it has achieved the expected accuracy, we employed a teacher to train the student
using the EyeNet model. This method is shown in Fig. 3.

In distillation, knowledge is transferred from the teacher model to the student by minimizing a loss
function in which the target is the distribution of class probabilities predicted by the teacher model. That
is the output of a softmax function on the teacher model’s logits. The logits are softened by applying a
temperature scaling function in the softmax, effectively smoothing out the probability distribution and
revealing inter-class relationships learned by the teacher. The probability pi of class i is calculated from
the logits z as:

pi ¼
exp

zi
T

� �

P
j exp

zj
T

� � (1)

where T is the temperature . When T ¼ 1 we get the standard softmax function. As T grows, the probability
distribution generated by the softmax function becomes softer, providing more information as to which
classes the teacher found more similar to the predicted class.

When computing the loss function vs. the soft targets, we use the same value of T to compute the softmax
on the student’s logits. This is the distillation loss:

Ldistillation x;Wð Þ ¼ H r zt; T ¼ sð Þ; r zs; T ¼ sð Þð Þ (2)

Hinton et al. [28] found that it is also beneficial to train the distilled model to produce the correct labels
based on ground truth in addition to the soft labels. Hence, the overall loss function incorporating both
distillation and student losses is calculated as:

Ltotal x;Wð Þ ¼ a�H y; r zs; T ¼ 1ð Þð Þ þ b�H r zt;T ¼ sð Þ; r zs;T ¼ sð Þð Þ (3)

where x is the input, W are the student model parameters, y is the ground truth label, H is the cross-entropy
loss function, σ is the softmax function parameterized by the temperature T , and a and b are coefficients zs
and zt are the logits of the student and teacher respectively.

Figure 3: EyeNet base knowledge distillation
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In our proposal, we chose ResNet-18 as the teacher model while EyeNetV3 was chosen as the student
model. ResNet-18 is one of the most powerful CNN architectures and has demonstrated outstanding
representation and generalization abilities in the medical imaging analytic area However, ResNet-
18 increases the complexity of architecture and requires huge computational power during training.
Therefore, it is a suitable choice for the teacher model in our project. On the other hand, EyeNetV3 as an
advanced version of our student models benefits from its reduced network size and number of parameters,
and it has been proven as an effective feature extractor for eye strain detection while studying online.

3.5 Training

We performed training for our model in two stages, the first stage was optimizing the student model and
the last one was KD from the teacher to student model. To execute EyeNet optimization, we used the cross-
entropy loss in KD. Firstly, we trained a teacher model as ResNet-18 and used the best model on the trainer’s
validation loss during training. After training the teacher model, we froze the teacher model and trained our
EyeNetV3 student model according to the knowledge of distillation with the changing hyperparameter and
used the best checkpoint based on validation loss. The parameters during the training process are shown in
Tab. 3. All the experiments were implemented with Google Colaboratory, Python 3 programming language
and Pytorch library to simulate the model. The following are the system specifications: random access
memory (RAM) of 13 GB, memory of 32 GB, graphics processing unit (GPU) of Nvidia Tesla K80 with
16 GB memory and compute unified device architecture (CUDA) version 11.2.

In the final, the model weight and architecture can be saved with the :pt file extension which is a PyTorch
file. PyTorch is typically used for analyzing and constructing forms for models and systems. To properly
deploy the CNN model to a window application, the :pt file should be converted to a TensorFlow lite
with the extension :tflite by using open neural network exchange (ONNX) [30] to optimize the speed of
deducing in hardware.

4 Results

4.1 EyeNet Performance Evaluation

There are several metrics to evaluate the effectiveness of a model. In this research, we choose the 2 most
representative ones, which are the accuracy and F1-score, calculated based on the model’s performance on
the test set. With a ground truth of 286 samples in total, in which there are 163 negative and 123 positive
samples, our calculations are based on these 4 fundamental values:

True positive (TP): The number of samples that the model predicted to be positive, and in fact are positive.

False positive (FP): The number of samples that the model predicted to be positive, but in fact are negative.

True negative (TN): The number of samples that the model predicted to be negative, and in fact are negative.

False negative (FN): The number of samples that the model predicted to be negative, but in fact are positive.

Table 3: Training parameters

Parameter Value

Batch-size 32

Epoch 200

Learning rate 0.0001

Optimizer Adam [29]
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From these 4 fundamental values, several other values can be calculated for different purposes, such as:

Sensitivity, also known as true positive rate (TPR), represents the probability of a positive prediction
being true:

TPR ¼ TP

TP þ FN
(4)

Specificity, also known as true negative rate (TNR) which represents the probability of a negative
prediction to be true:

TNR ¼ TN

TN þ FP
(5)

Precision, also known as positive predictive value (PPV), stands for the rate of the correct positive
predictions over all positive predictions:

PPV ¼ TP

TP þ FP
(6)

Here we choose the the accuracy and F1-score since they are more representative, showing the overall
performance when it comes to both positive and negative tests with relatively simple formulas:

Accuracy (ACC):

ACC ¼ TP þ TN

TP þ TN þ FP þ FN
(7)

F1-score:

F1 ¼ 2� PPV � TPR

PPV þ TPR
(8)

The comparison given in Tab. 4 provides the results of our models with EyeNetV3 which produce the
best outcome among all the four proposed models including original MobileNetV2, where the accuracy and
F1 are 83.81% and 80.91%, respectively. Although EyeNetV3 has a higher F1-score, the number of
parameters is not too large (over 1 million), which is well within the capability of even modern low end
devices. The proposed model exhibits superiority over the challenging datasets eyestrain.

Removing the 7th and 8th blocks will greatly reduce parameters, which is beneficial for mobile models,
but increasing the number of iterations in a bottleneck will increase the ability to extract features, which
makes the accuracy of the model faster convergence as shown in Fig. 4 with the EyeNetV3 model.

Table 4: Comparison of the state-of-the-art proposed models

Model Parameter Acc F1-score

MobileNetV2 2.2M 80.08% 80.26%

EyeNetV1 0.7M 80.91% 81.76%

EyeNetV2 1.5M 79.25% 80.60%

EyeNetV3 1.0M 83.81% 80.91%
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4.2 Comparison of Knowledge Distillation to Baseline Approach

We compared the performance of the KD method with the original one in our dataset to improve the
robustness against input visual corruption in the context of eye strain detection and classification. To
study the effect of the temperature on the KD method, we initially set hyperparameters alpha and beta
with a ratio of 50:50. We discover the best temperature by simulating and experimenting with different
temperature values, as shown in Tab. 5, when the accuracy acc and F1-score of the KD technique are
85.06% and 85.20%, respectively. This makes sense if we consider that as we raise the temperature, the
resulting soft-label distribution becomes richer in information, and a very small student model might not
be able to capture all of this information from the teacher model.

After acquiring the optimal temperature value for the KD applied model, we proceeded to modify the
hyperparameters α, β to evaluate knowledge transferring from the teacher to the student. Results of
accuracy and F1–score obtained from these modifications are shown in Tab. 6.

Figure 4: Accuracy from proposed classification models that are trained

Table 5: The comparison of the accuracy and F1-score by changing temperature

Model α β Temp Acc F1-score

EyeNetV3 – – – 83.81% 80.91%

ResNet18 – – – 90.87% 90.94%

EyeNet base KD 0.5 0.5 1 79.25% 79.78%

0.5 0.5 2 80.49% 80.91%

0.5 0.5 3 78.00% 77.80%

0.5 0.5 5 82.57% 83.07%

0.5 0.5 7 85.06% 85.20%

0.5 0.5 10 82.15% 83.04%

0.5 0.5 15 82.98% 83.05%

0.5 0.5 20 82.57% 83.21%
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The results after training show that the influence of the β coefficient on accuracy is very large, which
reflects the great role of the teacher in the process of imparting knowledge to students. Finally, to extract
features into the eye strain recognition software when learning online, we choose the following
hyperparameters to select into our model, α with 0.2, β with 0.8 and s with 7.

4.3 Eye Strain Detection Testing

Fig. 5 shows the sample image frames taken during the online classroom at the end of the lesson. After
surveying students’ feedback on their eye condition, there was clear evidence that fatigue was detectable by
our application.

Table 6: Evaluate the role of teachers in influencing students in the distillation process.

Model α β Temp Acc F1-score

EyeNetV3 – – – 83.81% 80.91%

EyeNet base KD 0.1 0.9 7 85.03% 84.98%

0.2 0.8 7 87.16% 87.02%

0.3 0.7 7 87.06% 86.97%

0.4 0.6 7 86.54% 86.34%

0.5 0.5 7 85.06% 85.20%

0.6 0.4 7 83.21% 83.64%

0.7 0.3 7 83.02% 82.16%

0.8 0.2 7 82.87% 82.12%

Figure 5: Eye strain detection application
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Discussion

In the condition of online classes, even the resolution of the laptop’s camera affects the quality of the
data received, as the input images are sometimes blurred, causing the prediction probability to decrease.
The proposed method for assessing eye fatigue is more difficult than those that focus on eye studies using
special ophthalmic equipment. However, combining it with classroom management experience can help
us overcome this obstacle by making the right decisions about changing the length of online learning.
Depends on various external conditions such as the types of illnesses, input image qualities, types of
images (radiography, normal images, positron emission tomography (PET) scan, etc.) and the others, the
accuracy of those models that target ophthalmic illnesses using image detection can vary from 64%~82%
on diabetic retinopathy [31] or 70%~80% on age-related macular degeneration [32]. From those statistics,
we believe that our results show the effectiveness of this approach. This can be one stepping stone for
further research regarding the improvement in quality of online learning, an indispensable part of the
education system in the future.

5 Conclusion

Due to the Covid-19 pandemic, online classes have become more popular in the education system.
Maintaining the same learning standards will be a challenge for both teachers and students, especially as
eye fatigue increases rapidly due to high exposure to digital screens. To address this problem, this paper
proposes to apply the KD method to improve lightweight models that can be used in an application
capable of predicting eye strain in students when they have to study continuously on digital learning
platforms. In KD, we use ResNet-18 as the teacher model and EyeNet as the student model in a small
labeled dataset of eye disease images. By tuning hyperparameters are important in the KD process to
evaluate the influence of the teacher model on students and by changing these, we propose to improve
the distillation process while training. In our task, we noticed that KD is a good idea based on human
learning. That is, students need guidance from the teacher just as the smaller student model needs to learn
from the larger teacher model. Teachers not only teach students through output but also intervene in the
student-specific learning process on each layer. With the results presented when experimenting, we
confirm that this work can help people who are constantly exposed to digital screens by reducing the risk
of eye strain during online learning.
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