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Abstract: Agriculture plays a vital role in the Indian economy. Crop recommen-
dation for a specific region is a tedious process as it can be affected by various
variables such as soil type and climatic parameters. At the same time, crop yield
prediction was based on several features like area, irrigation type, temperature,
etc. The recent advancements of artificial intelligence (AI) and machine learning
(ML) models pave the way to design effective crop recommendation and crop pre-
diction models. In this view, this paper presents a novel Multimodal Machine
Learning Based Crop Recommendation and Yield Prediction (MMML-CRYP)
technique. The proposed MMML-CRYP model mainly focuses on two processes
namely crop recommendation and crop prediction. At the initial stage, equilibrium
optimizer (EO) with kernel extreme learning machine (KELM) technique is
employed for effectual recommendation of crops. Next, random forest (RF) tech-
nique was executed for predicting the crop yield accurately. For reporting the
improved performance of the MMML-CRYP system, a wide range of simulations
were carried out and the results are investigated using benchmark dataset. Experi-
mentation outcomes highlighted the significant performance of the MMML-
CRYP approach on the compared approaches with maximum accuracy of 97.91%.

Keywords: Agriculture; crop recommendation; yield prediction; machine learning;
artificial intelligence

1 Introduction

Precision Agriculture allows precise utilization of inputs such as water, seed, fertilizers, and pesticides to
maximize quality, yields, and productivity of the crop. By installing sensors for mapping and data collection
field, farmers might understand the field in a better way reduce adverse effects on the environment and
conserve the resource being used [1]. Mostly, farmer practices traditional farming patterns for deciding
crop to be cultivated in a field. But the farmer doesn’t recognize crop production is interdependent on
climatic conditions and soil characteristics [2]. Predicting the crop types for a specific region is a
challenging task and very complex because it is affected by various parameters dependent upon the
climatic parameters and type of soil. Further, the crop is based on the variety of techniques utilized by the
farmer from field to field, so forecasting the Crop type performance in parametric viewpoint is a
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challenging task [3]. With the increase in population, there is a significant demand for crop worldwide;
therefore, farmer needs that aware of crop type that is treatable for soil type and geographical location.
Hence, it can be necessary to offer timely-based, accurate data according to the soil type and climatic
parameters to the farmer, helping them create the better decision for the soil, resulting in great
productivity and profitability [4].

Crop yield prediction (CYP) depends on input features like temperature, area, irrigation methods, and so
on [5]. The precision of CYP is accomplished by adapting suitable input and model without affecting the
agriculture production system and nature [6].

Agriculture researcher explores the best CYP, according to the collection of agriculture information, and
develops CYP method to enhance rural and agricultural data. However, there is no standard dataset presented
for agriculture study and it differs for distinct positions, irrigation method, climatic condition, and type of
crop [7,8]. Researchers use data driven models for getting precise predictions. In data driven method, the
Machine Learning (ML) algorithm plays significant role in accomplishing better performance [9]. The
accuracy of the prediction and the reservation established by the ML algorithm depends on the model
representativeness, data quality, and the reliance among the target and input variables in the gathered data
sets [10]. Various studies employed regression model for CYP to analyze its applicability with other methods.

This paper presents a novel Multimodal Machine Learning Based Crop Recommendation and Yield
Prediction (MMML-CRYP) technique. The proposed MMML-CRYP model mainly focuses on two
processes namely crop recommendation and crop prediction. Firstly, equilibrium optimizer (EO) with
kernel extreme learning machine (KELM) method was employed for effectual recommendation of crops.
Besides, the EO algorithm is applied to optimally adjust the KELM parameters. Secondly, random forest
(RF) technique was applied for predicting the crop yield accurately. In order to report the enhanced
performance of the MMML-CRYP model, a wide range of simulations were carried out and the outcomes
are investigated using benchmark dataset.

The rest of the paper is organized as follows. Section 2 offers a detailed literature review and Section
3 provides the proposed model. Next, Section 4 gives performance validation and Section 5 concludes
the work.

2 Related Works

Doshi et al. [11] proposed a smart technology named AgroConsultant that aim is to help the Indian
farmer in making an informed decision where crop grows dependent on geographical position, soil
characteristics, the sowing season, and environmental factors like rainfall and temperature. Pande et al.
[12] presented a user-friendly and yield viable prediction technique for the farmer. The presented method
offers connectivity to farmers through mobile applications. Global positioning system (GPS) assists in
identifying the client’s position. The client offers the area and soil type as input. The ML algorithm
allows selecting the more efficient yield list or prediction the crop yield for user-selected crops. For
forecasting crop production, selected ML approaches are employed.

Paudel et al. [13] integrate agronomic principle of crop modelling with ML to construct an ML basis for
forecasting large-scale crop production. It is modularity, reusability, and workflow emphasizing correctness.
For correctness, it can be focus on developing understandable predictors or features (regarding crop
development and growth) and apply ML without data leakage. The authors in [14] designed an approach
by employing deep learning (DL) technique and crop prediction, accurate data can be accomplished by
the amount of soil ingredient required with the expense. It offers better performance when compared to
the present method. It analyses the data and assists the farmer in forecasting a crop that assists in gaining
profit. Kolli et al. [15] employed artificial neural network (ANN) with Elman backpropagation and
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cascade-forward backpropagation (BP) for predicting crops. To define input parameters that increase the
neuron activation, the positive gradient backpropagate by Cascade-Forward back propagation technique.

In [16], a hybrid regression-based method, Reinforcement learning (RL) is presented that shows
considerably improved performance over conventional ML approaches. The approach implements RL at
each selection of splitting attributes. The authors in [17] developed a hybrid DL technique with deep
belief network (DBN) and feed-forward neural network (FNN). DBN is an integration of probability and
statistics with NN. Although DBN performs well for non-linear systems, the approach could not offer
good outcomes interms of learning speed, robustness, and model accuracy, i.e., predominant because of
gradient diffusion. Gong et al. [18] proposed a greenhouse technique, by integrating two advanced
methods for temporal sequence processing—recurrent neural network (RNN) and temporal convolutional
network (TCN).

3 The Proposed Model

In this study, a new MMML-CRYP technique has been developed for effective crop recommendation
and crop yield prediction. At the initial stage, the crop recommendation process is carried out by the use
of EO algorithm with KELM model. Secondly, at the crop yield prediction stage, the RF model is
utilized. The application of EO algorithm to tune the KELM parameters helps to considerably boost the
performance of the KELM model. Fig. 1 depicts the overall block diagram of MMML-CRYP technique.

3.1 Crop Recommendation Module

In order to identify the crop suitable for cultivation in the target region, in this study, the KELMmodel is
used. The KELM model receives input parameters such as nutrients (Nitrogen, Phosphorous, and
Potassium), temperature, humidity, and pH values for crop recommendation. For enhancing the efficiency
of the KELM model, the EO algorithm is used as hyperparameter optimizer. Extreme learning machine
(ELM) was presented as a faster-learning technique where the hidden state could be any form of
piecewise continuous computation function. In ELM, the amount of hidden node possesses as a structural
parameter that should be predetermined, whereas parametric setting of the hidden node (e.g., the

Figure 1: Overall block diagram of MMML-CRYP technique
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influencing factor of the radial basis function (RBF) node, input weight, or the bias of additive node) are
assigned arbitrarily. Assumed training instances f xi; tið Þjxi 2 Rd; ti 2 RmgNi¼1, in which d denotes the
dimension, m represents the amount of output nodes, N indicates the amount of samples. For regression
problem m ¼ 1, whereas for classification problem m indicates the amount of labels, categories, or
classes. It can be formulated as follows [19]:

f xð Þ ¼
XL
i¼1

bih x; ai; bið Þ ¼ h xð Þb (1)

In the equation, L indicates the amount of hidden layers, b ¼ ½bi; . . . ; bL�T indicates the vector of output
weight, ai represent the center of RBF node or input weight of additive node, bi represent the influence factor
of RBF node or bias of additive node, and h signifies the activation function that isn’t constraint to hardlim,
Sigmoid, and Sine functions. The ELM is resolved as a constraint optimization issue:

Minimizeb: Hb� T
���a1
p
þ C

2

����
����b���a2q (2)

While a1 > 0; a2 > 0; p; q ¼ 0;
1

2
; 1; 2; . . . ;F;þ 1 and C indicates control variable for a tradeoff

among empirical and structural risks, H denotes the hidden-state output matrix

H ¼
h w1; x1; b1ð Þ � � � hðwL; x1; bLÞ

..

. . .
. ..

.

h w1; xN ; b1ð Þ � � � hðwL; xN ; bLÞ

2
64

3
75and T ¼

tT1
..
.

tTN

2
64

3
75 (3)

Several effective approaches are utilized for calculating the output weight b include but are not
constraint to the iteration, eigenvalue decomposition, and orthogonal projection methods. If p; q ¼ F and
a1; a ¼ 2, an efficient and popular closed-form solution is:

b ¼ HTðCI þ HHTÞ�1
T N � L

ðCI þ HTHÞ�1
HTT N � L

(
(4)

When h is not known, that is., an implicit function, one could employ the Mercer condition on ELM, and
determine a kernel matrix for ELM:

KELM ¼ HHT: KELMi;j ¼ h xið Þ � h xj
� � ¼ j xi; xj

� �
(5)

Next, substitute (5)–(4) into (1), we could attain the kernel form of output function in the following.
Fig. 2 demonstrates the framework of KELM.

f xð Þ ¼
j x; x1ð Þ
..
.

j x; xNð Þ

2
64

3
75ðCI þ KELM Þ�1T (6)

The EO is established in 2019 by Faramaezi et al. [20]. An important stimulus of this technique is the
dynamic mass balance in physics. Related to other techniques, EO also begins the searching by initialized the
population of candidate solutions as:

Ci ¼ Cmin þ randi � Cmax � Cminð Þ; i ¼ 1; 2 . . . ;N : (7)

whereas, Ci denotes the ith candidate solutions, randi is d dimension arbitrary vector if the elements lie from
the interval of zero and one. Cmax and Cmin are upper as well as lower bound vectors for ith candidate solution
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Ci: If the candidate solution is initialization utilizing in Eq. (7), its places were upgraded on the course of
iterations utilized in Eq. (8):

~Ci
itþ1 ¼ ~Cit

eq þ ~Ci
it � ~C

it

eq

� �
:~Fit

i þ
~Gi

it

~kiti V
it
i

1�~Fi
it
i

� �
(8)

In which ~Cit
i and ~Citþ1

i are the original and upgraded concentration vectors of ith particle at iteration
it and it þ 1 correspondingly. ~Cit

eq refers the arbitrarily chosen vector in the equilibrium pool that is
created as follows:

~Cit
eq;pool ¼ ~Cit

eq 1ð Þ; ~C
it
eq 2ð Þ; ~C

it
eq 3ð Þ; ~C

it
eq 4ð Þ; ~C

it
eq avgð Þ

h i
(9)

The vectors ~Ceq 1ð Þ; ~Ceq 2ð Þ, ~Ceq 3ð Þ; ~Ceq 4ð Þ ~Cavg are 4 best-so-far candidate solutions and mean value of 1st

four candidate solutions correspondingly. The vector ~F well-known as exponential term attempts for
maintaining a balance amongst exploitation as well as exploration under the searching. The formulation

of vector ~F is provided as:

~Fitþ1 ¼ e
~keti t�t0ð Þ (10)

In which time t reduces with enhancing of iterations utilized in Eq. (11).

t ¼ 1� it

itmax

� �a2�it=itmax

(11)

The term it signifies the present iteration and itermax stands for the maximal count of iterations set for
obtaining the solution, a2 represents the constant utilized for balancing the exploitation capability. The
value of to has written as Eq. (12)

Figure 2: Structure of KELM
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~to ¼ 1
~k
ln �a1 sign ~r � 0:5ð Þ 1� ekt

� �� �þ t (12)

The value of variable a1 control the exploration capability under the search. The superior value of a1
offers maximum exploration, and minimum value involved to lesser exploration. The element sign
~r � 0:5ð Þ represents the way of exploitation as well as exploration. The elements of ~r are arbitrary
numbers amongst zero and one. The value of parameters a1 and a2 are set to two and one
correspondingly. Afterward putting the expression provided in (12) into Eq. (10), the attained value of ~Fi

is provided as:

~F it ¼ a1sign ~r � 0:5ð Þ e�k
it

!
t � 1

 !
(13)

The generation rateGi is most important factor from EO that gives to the exploitation stage. Based on the
value of this parameter has been determined as:

~Git
i ¼ ~Cit

o e
~kit t�toð Þ
i (14)

whereas

~Git
o ¼ GCP

		!it
i

~Git
eq � ~kit~Cit

i

� �
(15)

GCP
		!it

i ¼ 0:5r1 r2 � GPit

0 r2 < GPit



(16)

r1 and r2 implies the uniformly distributed arbitrary numbers in the interval of zero and one.

3.2 Crop Yield Prediction Module

During the crop yield prediction process, the proposed MMML-CRYP technique primarily pre-
processes the input data by the use of one hot encoding. Besides, RF model was executed for predicting
the crop yield proficiently. The RF classification is a supervised technique where multiple decision trees
(DTs) are utilized for creating a forest. The forest is very effective while high amount of trees is utilized
in making decisions. In general, a leaf is taken into account for increasing the construction of trees. The
margin function can be formulated by

mg X ; Yð Þ � auk1ðhk Xð Þ ¼ Y ÞmaxY
i 6¼Y � avkI hk Xð Þ ¼ jð Þ (17)

whereas 1ð�Þ denotes the indicator function, h1 xð Þ; h2 xð Þ hK xð Þ indicates the ensemble of classifier and Y ; X
represent arbitrary vector. The error is expressed as follows:

PE� ¼ PX ;Y mg X ; Yð Þ < 0ð Þ (18)

In RP; hk Xð Þ ¼ h X ; �kð Þ
The margin function for RF is shown below:

mr X ; Yð Þ ¼ P� h X ; �ð Þ ¼ Yð Þ �max
j6¼Y

P� h X ; �ð Þ ¼ jð Þ (19)

and the strength of classification h x; �ð Þf g is shown below:

s ¼ EX ;Ymr X ; Yð Þ (20)
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The RF is an effective method which creates multiple DTs and merges them with a single tree to have
maximum predictive performance. The RF approach is defined below:

Step 1: Dataset D1 having m� nmatrix, a new data set D2 is generated from the original information by
sampling and removing 1/3 of the row information.

Step 2: The model is trained for generating the novel data set from the reduced sample and estimating
the unbiased error.

Step 3: At every node point in the dataset, n1 column is chosen from overall Y1 columns.

Step 4: In our model, various trees grow at the same time and the last prediction can be performed by the
set of individual decisions to attain the optimal classifier performance.

4 Results and Discussion

In this section, the performance validation of the MMML-CRYP model is performed using two datasets.
Firstly, the Crop Recommendation Dataset (available at https://www.kaggle.com/atharvaingle/crop-
recommendation-dataset) from Kaggle repository is used, which comprises rainfall, climate, and fertilizer
data. It holds 2000 samples with distinct classes such as apple, kidney beans, rice, chickpea, moth beans,
orange, mungbean, jute, lentil, blackgram, pomegranate, banana, mango, pigeon peas, grapes,
watermelon, maize, muskmelon, papaya, cotton, coffee, and coconut. Next, the crop yield prediction
dataset (https://www.kaggle.com/prasadkevin/crops-prediction-indian-dataset/data) holds instances under
different classes such as Groundnut, Maize, Moong (Green Gram), Rice, and Urad. The features involved
in the dataset are State_Name, District_Name, Crop_Year, Season, Crop Area, and Production. Fig. 3
demonstrates the confusion matrix generated by the MMML-CRYP model. The figure reported that the
MMML-CRYP model has effectively identified the samples under 21 class labels.

Figure 3: Confusion matrix of MMML-CRYP technique
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Tab. 1 and Fig. 4 indicate an overall crop recommendation performance of the MMML-CRYP model on
the test dataset. The experimental values indicated that the MMML-CRYP model has gained effective
recommendation outcome with accuy of 97.91%, precn of 97.97%, recal of 97.91%, specy of 99.90%,
PRscore of 99.35%, ROCscore of 99.97%, F1score of 97.92%, and Mathew correlation coefficient (MCC) of
97.83%.

Fig. 5 showcases the precision-recall analysis of the MMML-CRYP approach on the test dataset. The
figure revealed that the MMML-CRYP system has the capability of accomplishing maximum outcomes
under all class labels.

Fig. 6 illustrates the ROC inspection of the MMML-CRYP model on the test dataset. The figure reported
that the MMML-CRYP model has the ability to accomplish maximum outcomes under all class labels.

Table 1: Overall crop recommendation analysis of MMML-CRYP technique with distinct measures

Metrics Values

Accuracy 97.91

Precision 97.97

Recall 97.91

Specificity 99.90

PR-Score 99.35

ROC-Score 99.97

F1-Score 97.92

MCC 97.83

Figure 4: Overall result analysis of MMML-CRYP technique with distinct measures
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A comparative investigation of the MMML-CRYP model with recent methods such as non-negativity
constraint with sparse auto-encoder (NC-SAE), support vector machine (SVM)-Kernel, SVM, stacked
sparse autoencoder with convolution neural network (SSAE-CNN), principal component analysis with
CNN (PCA-CNN), and DT models is provided in Tab. 2 [21]. The experimental values indicated that the
proposed MMML-CRYP model resulted in better results.

Figure 5: Precision-recall analysis of MMML-CRYP technique

Figure 6: ROC analysis of MMML-CRYP technique on crop recommendation
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Fig. 7 inspects a comparison study of the MMML-CRYP model with other methods interms of accuy.
The figure indicated that the DT model has resulted in least performance with accuy of 85.07%. Followed by,
the SVM, SSAE-CNN, and PCA-CNN models have achieved moderately closer accuy values of 89.49%,
90.85%, and 88.62% respectively. In line with, the NC-SAE and SVM-kernel models have accomplished
reasonably accuy of 94.64% and 91.73% respectively. However, the MMML-CRYP model has resulted in
maximum accuy of 97.91%.

Fig. 8 showcases a comparison study of the MMML-CRYP approach with other methods in terms of
precn. The figure indicated that the DT model has resulted in minimum performance with precn of
84.73%. Besides, the SVM, SSAE-CNN, and PCA-CNN models have achieved moderately closer precn
values of 88.17%, 93.86%, and 89.27% correspondingly. In line with, the NC-SAE and SVM-kernel
models have accomplished reasonably precn of 94.06% and 91.13% correspondingly. But, the MMML-
CRYP model has resulted in higher precn of 97.97%.

Table 2: Comparative crop recommendation result analysis of MMML-CRYP technique with existing approaches

Methods Accuracy Precision Recall F1-Score

MMML-CRYP 97.91 97.97 97.91 97.92

NC-SAE model 94.64 94.06 94.78 95.49

SVM-Kernel model 91.73 91.13 92.42 93.80

SVM model 89.49 88.17 88.70 88.46

SSAE-CNN 90.85 93.86 90.60 92.94

PCA-CNN 88.62 89.27 87.75 89.08

DT model 85.07 84.73 85.91 85.39

Figure 7: Accy analysis of MMML-CRYP technique with existing algorithms
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Figure 8: Precn analysis of MMML-CRYP technique with existing algorithms

Fig. 9 examines a comparison study of the MMML-CRYP algorithm with other methods with respect to
recal. The figure indicated that the DT model has resulted in the least performance with recal of 85.91%.
Next, the SVM, SSAE-CNN, and PCA-CNN systems have achieved moderately closer recal values of
88.70%, 90.60%, and 87.75% respectively. Followed by, the NC-SAE and SVM-kernel models have
accomplished reasonably recal of 94.78% and 92.42% respectively. Eventually, the MMML-CRYP
methodology has resulted in superior recal of 97.91%.

Fig. 10 demonstrates a comparison study of the MMML-CRYP model with other methods in terms of
F1score. The figure indicated that the DT method has resulted in least performance with F1score of 85.39%.

Figure 9: Recal analysis of MMML-CRYP technique with existing algorithms
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Followed by, the SVM, SSAE-CNN, and PCA-CNN approaches have achieved reasonably closer F1score
values of 88.46%, 92.94%, and 89.08% correspondingly. In addition, the NC-SAE and SVM-kernel
models have accomplished reasonably F1score of 95.49% and 93.80% correspondingly. Finally, the
MMML-CRYP technique has resulted to maximum F1score of 97.92%.

Fig. 11 shows the predictive outcome of the MMML-CRYP model on the crop yield dataset. The figure
indicated that the MMML-CRYP model has gained effective predictive outcomes. The difference amongst
the actual and predicted outcomes is almost closer to one another.

Figure 10: F1score analysis of MMML-CRYP technique with existing algorithms

Figure 11: Predictive analysis of MMML-CRYP model on crop yield dataset
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Tab. 3 provides a brief crop yield prediction performance of the MMML-CRYP technique. The
outcomes indicated that the MMML-CRYP technique has shown effectual outcomes with the R2score,
RMSE, and MAE of 0.9854, 12618.2059, and 3469.3239 respectively.

Tab. 4 examines an R2 score analysis of the MMML-CRYP methodology with other methodologies.
The figure indicated that the KNN system has resulted in the least performance with R2 score of 87.05%.
Next, the MLR approach has achieved moderate result R2 score of 89.10%. Afterward, the ANN and
SVM models have accomplished reasonable R2 scores of 91.97% and 91.99% correspondingly. At last,
the MMML-CRYP model has resulted in maximal R2 score of 98.54%. After examining the above
mentioned tables and figures, it is evident that the MMML-CRYP model has accomplished effectual
outcome over the other methods.

5 Conclusion

In this study, a new MMML-CRYP approach has been developed for effective crop recommendation
and crop yield prediction. At the initial stage, the crop recommendation process is carried out by the use
of EO algorithm with KELM model. Secondly, at the crop yield prediction stage, the RF method is
utilized. The application of EO technique for tuning the KELM parameters supports to significantly boost
the performance of the KELM model. For reporting the improved performance of the MMML-CRYP
model, a wide range of simulations were carried out and the outcomes are investigated using benchmark
dataset. Experimentation outcomes highlighted the significant performance of the MMML-CRYP
technique on the compared approaches. Thus, the MMML-CRYP model was employed as a proficient
tool for crop recommendation and yield prediction. In future, the DL models are utilized for effective
classification of crops.

Funding Statement: The authors received no specific funding for this study.

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding the
present study.

Table 3: Crop yield prediction analysis of MMML-CRYP technique with various measures

Metrics Values

R2 score 0.9854

RMSE 12618.2059

MAE 3469.3239

Table 4: R2 score analysis of MMML-CRYP technique with recent algorithms

Methods R2 score

MMML-CRYP 98.54

SVR model 91.99

KNN model 87.05

MLR model 89.10

ANN model 91.97
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