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Abstract: In recent decades, the generation of Municipal Solid Waste (MSW) is
steadily increasing due to urbanization and technological advancement. The col-
lection and disposal of municipal solid waste cause considerable environmental
degradation, making MSW management a global priority. Waste-to-energy
(WTE) using thermochemical process has been identified as the key solution in
this area. After evaluating many automated Higher Heating Value (HHV) predic-
tion approaches, an Optimal Deep Learning-based HHV Prediction (ODL-HHVP)
model for MSW management has been developed. The objective of the ODL-
HHVP model is to forecast the HHV of municipal solid waste, based on its oxy-
gen, water, hydrogen, carbon, nitrogen, sulphur and ash constituents. In addition,
the ODL-HHVP model contains a Deep Support Vector Machine (DSVM) regres-
sion component that can accurately predict the HHV. In addition, the Beetle
Swarm Optimization (BSO) method is utilised as a hyperparameter optimizer in
conjunction with the DSVM model, resulting in the highest HHV prediction accu-
racy. A comprehensive simulation study is conducted to validate the performance
of the ODL-HHVP method. The Multiple Linear Regression (MLR), Genetic Pro-
gramming (GP), Resilient backpropagation (RP), Levenberg Marquardt (LM) and
DSVM approaches have attained an ineffective result with RMSEs of 4.360,
2.870, 3.590, 3.100 and 3.050, respectively. The experimental findings demon-
strate that the ODL-HHVP technique outperforms existing state-of-art technolo-
gies in a variety of respects.

Keywords: Municipal solid waste; deep learning; predictive models; higher
heating value; parameter tuning

1 Introduction

Municipal Solid Waste (MSW) rates are increasing due to the consequence of fast technological
development and urbanization. The disposal and collection of municipal solid waste worsen
environmental problems, making MSW management a critical global concern [1]. Waste To Energy
(WTE) using thermochemical process appears to yield potential answer in this field. Given their variety
and diversity, it is vital to comprehend the components. In reality, there are three independent methods
for evaluating composition as follows: ultimate, physical and proximate analyses [2]. Physical analysis of
municipal solid waste includes biodegradable components derived from biomass, wood, food, paper,
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cardboard and cotton and non-biodegradable components derived from fossil fuels, rubber and plastics. The
final analysis considers the amount of hydrogen (H), carbon (C), sulphur (S), oxygen (O) and nitrogen (N)
(N). Estimating the quantities of volatile matter, moisture, ash and fixed carbon using proximate analysis
[3,4]. Similarly, thermal parameters such as heating values, notably the Higher Heating Value (HHV)
[5,6], play a significant role in the design of WTE plants. Investigative determinations incur high
expenditures [7]. Following that, researchers centred their efforts on developing empirical models for
determining the calorific values of an important component. Typically, the HHV model is utilised to
determine the fundamental composition of prospective resources such as biomass and coal.

MSW consists of a wide variety of chemicals from which energy may be recovered by various
conversion techniques, including biological, thermochemical, anaerobic digestion, pyrolysis and
combustion [8–10]. However, designing unique methods for extracting fuels from MSW requires a grasp
of the MSW’s important properties, notably its High Heating Value (HHV) and elemental composition,
which provide professionals’ insight into the MSW’s value for fuel generation [11–13]. The heating value
is used to determine the amount of energy recovered from waste during conversion [14,15]. Even if the
heating values are measured experimentally using a bomb calorimeter, the present global economic trend
demands assessing the heating value of MSW in order to reduce the cost of energy generation. Routine
information, such as the concentration of sulphur, moisture, oxygen, hydrogen, carbon and nitrogen in
MSW ash, enables rapid MSW usage decision. This will also give personal knowledge regarding the
gaseous emissions and potential for global warming caused by municipal solid waste. Numerous models
have been presented [16] based on investigative data from waste moisture content, gravimetric
composition and proximal and final studies. However, the bulk of these models fail to account for the
nonlinear relationships of MSW. Consequently, a knowledge vacuum exists regarding the HHV
prediction of MSW [17]. When a change in one feature does not result in a change in another, MSW has
a nonlinear dependence. For instance, a change in the carbon/moisture content of municipal solid waste
(MSW) is not proportional to a change in the hydrogen, oxygen, sulphur, or nitrogen contents.

Through final analysis, Boumanchar et al. [18] constructed an empirical model for predicting MSW-
HHV. Formalization of genetic programming and multiple regression analysis were used as approaches
and produced a superior outcome. In terms of CC and RMSE, genetic programming delivers greater
accuracy than earlier research. Sankaralingam et al. [19] proposed a municipality-based technique for
calculating trash Lower Heating Value (LHV) that overcomes the shortcomings of generic methodologies
by considering the features and idiosyncrasies of locally produced rubbish. The Adaptive Network-based
Fuzzy Inference System (ANFIS) and Artificial Neural Networks (ANN) algorithms are provided with
input variables with the percentage composition of waste streams such as plastics, paper, glass, organic
and textile and output variables of LHV.

During inference, Melinte et al. [20] concentrated on enhancing the generalization, detection speed and
accuracy of a pretrained Convolutional Neural Network (CNN) Object Detector. The pipeline consists of data
enrichment, box predictor modules and CNN feature extraction for classification and localization at varying
feature map sizes. The training models are constructed with deduction in mind. Alotaibi et al. [21] created an
MPANN for forecasting HHV in municipal solid waste. The anticipated HHV is related to the investigational
data using two separate trained functions, Resilience and Levenberg Marquardt back propagation.

Using an artificial neural network and multivariate linear regression, Prakash et al. [22] predicted LHV.
This data-driven model describes the LHV and wet physical components of MSW by using 151 widely
dispersed datasets uncovered during a systematic investigation. Ighalo et al. [23] described a novel
method for predicting the HHV of biomass in machine learning using a Linear Regression Algorithm
(LRA) and a Stochastic Gradient Descent (SGD). The main models integrate 78 lines of proximal and
final analytical data. The precision of LRA model is stressed.
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Li et al. [24] developed an ANN forecasting model for syngas HHV utilising process parameters
(catalyst type, sludge type, pyrolysis temperature, moisture content and catalyst amount). Initially, a three-
phase network consisting of one output neuron, eight input neurons and fifteen hidden neurons is
determined by boosting various sets of parameters. Using an ANN model, the HHV of syngas is therefore
appropriately predicted. Using artificial neural networks, Pattanayak et al. [25] estimated the HHV of
bamboo biomass. Using inputs from ultimate, proximal and integrated analysis, the three ANN
approaches are introduced. Statistical and graphical comparisons of inquiry data are used to assess the
correctness of this model’s predictions. It has been established that ANN methods can predict HHV in
biomass with greater precision.

Cubillos [26] examined the benefits of complicated DL models over more conventional prediction
methods. Using a long-term database, a multi-site LSTM-NN is employed to predict the residential
garbage generation rates. These models are based on historical information on home waste in Herning,
Denmark. Prakash et al. [27] examined the prediction of HHV valuations using Multi-Layer Perceptron
Artificial Neural Network (MLP-ANN) and Least Squares Support Vector Machine computations (LSSVM).

Recent research identifies municipal solid waste as a significant renewable energy source. The heating
value of municipal solid waste is a crucial variable for MSW-based energy solutions. Frequently, heating
values are obtained experimentally with a bomb calorimeter. In contrast, the calorimetric method requires
time-consuming manual laboratory work. For saving time and reducing costs associated with the
operation and construction of MSW-based engineering systems, it is necessary to develop models for
reliable estimate of heating values in such situations.

This paper examines the development of an Optimal Deep Learning-based HHV Prediction (ODL-
HHVP) model for MSW management, with the objective of predicting the HHV of MSW based on the
concentrations of oxygen, water, hydrogen, carbon, nitrogen, sulphur and ash. In addition, the HHV
prediction process may be viewed as a regression issue that can be solved using a Deep Support Vector
Machine (DSVM). Beetle Swarm Optimization (BSO) is utilised to fine-tune the DSVM model’s
parameters, resulting in a significant increase in prediction output. Originality is exemplified by BSO
method for fine-tuning the DSVM model for HHV prediction. Extensive experimental validation is
conducted and the outcomes are analysed on various levels.

2 Materials and Methods

2.1 Characterization of Biomass

The waste biomass gathered in Chennai, Tamil Nadu, India, in a municipal solid waste disposal yard is
dried and processed into a fine powder. The carbon, hydrogen, nitrogen, sulphur, water and ash contents of
biomass are determined and used as input parameters. The moisture content and ash content of gathered
biomasses are determined using ASTM standards. The elemental composition of biomass (carbon,
hydrogen, nitrogen, sulphur and oxygen) is determined using an elemental analyzer (Perkin-Elmer
2400 series CHNS analyzer).

2.2 High Temperature Prediction

The amount of energy produced by oxidation of biomass is known as its high heating value (HHV). The
High Heating Value is a crucial factor in defining the characteristics of biomass (HHV). Frequently, a Bomb
calorimeter is used to estimate the HHV of biomass. For biomass fuels, the Proximate and Ultimate
composition-based formulae are utilised. The Proximate Analysis determines the biomass’s fixed carbon,
volatile carbon and ash content. In the Final Analysis, the Critical Components are determined (C, H, O,
S and N). MSW is a composite substance composed of several different substances. The enthalpy of
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combustion varies significantly according to the kinds of waste. Several HHV models for biomass have been
developed based on the elemental makeup of the biomass. Below are some HHV forecasting formulae.

Kathiravale et al. used the following equation for calculating HHV in KJ/Kg

HHV ¼ 416:638C � 570:01H þ 259:031Oþ 598:955N � 5829:078

Meraz et al. used following formula for calculating HHV in MJ/Kg

HHV ¼ 1�%H2O=100½ �ð�0:3708ð%CÞ � 1:1124ð%HÞ þ 0:1391ð%OÞ � 0:3178ð%NÞ�Þ:1391ð%SÞÞ
Shi et al. presented another equation

HHV ðMJ=KgÞ ¼ 0:350C þ 1:01H � 0:08260O

2.3 The Proposed ODL-HHVP Technique

The objective of this study is to develop a novel ODL-HHVP method for predicting HHV based on the
concentrations of oxygen, water, hydrogen, carbon, nitrogen, sulphur and ash. The proposed ODL-HHVP
technique comprises of two phases: regression using DSVMs and parameter tuning with BSOs. Fig. 1
displays the procedure of the ODL-HHVP model. The subsequent sections explain in detail how these
modules function.

2.3.1 Design of DSVM Based Predictive Model
A collection of input parameters is originally provided to the DSVMmodel in order to estimate the HHV

value. Paper, plastic, fabric, food, wood, yard waste, glass, metals and ash are examples of waste. Carbon (C),
hydrogen (H), nitrogen (N), oxygen (O), sulphur (S), ash and water content are used to generate the HHV
output parameters. Consider the next regression sample: fðx1; y1Þ; . . . ; ðx‘; y‘Þg; whereas xi denotes the
input vector and yi indicates the target output. First, it has an input layer of D inputs. Next, there is an

Figure 1: Overall process of ODL-HHVP (Optimal deep learning based HHV Prediction) model
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overall d pseudo arbitrarily initiated SVM Sa for extracting single feature fðxÞa from an input pattern x. At
last, there is the primary SVM 0M 0 approximates the target function with the extracted feature vectors as
input. To compute the feature layer depiction f ðxÞ of input vectors x, that is determined by,

fðxÞa ¼
X‘
i¼1
ða�i ðaÞ � aiðaÞÞKðxi; xÞ þ ba; (1)

That iteratively computes all elements in fðxÞa. In the above equation, ai � ðaÞ and aiðaÞ represents
SVM coefficient of Sa; ba indicates bias and Kð�; �Þ represents a kernel function. To compute the output
of entire systems, they use the following Learning Algorithm.

gðfðxÞÞ ¼
X‘
i¼1
ða�i � aiÞKðf ðxiÞ; f ðxÞÞ þ b: (2)

It adjusts the SVM coefficient of each SVM via min-max formula of the binary objectives W of the
primary SVM [28].

min
f ðxÞ

max
a;a � W ðf ðxÞ; a

ð�ÞÞ ¼ �e
X‘
i¼1
ða�i þ aiÞ þ

X‘
i¼1
ða�i � aiÞyi

� 1

2

X‘
i;j¼1
ða�i � aiÞða�j � ajÞKðf ðxiÞ; fðxjÞÞ

(3)

They have proposed a gradient ascent model for training the SVM. The methods adapt the SVMs
coefficient a(*) (stands for each a�i & ai) towards a (local) maximal of W, whereas λ denotes the learning

rate að�Þi  að�Þi þ k : @W=@að�Þi . The resultant gradient ascent learning rule for ai is given below,

ai ¼ ai þ k �E� yi þ
X
j

ða�j � ajÞKðf ðxiÞ; fðxjÞÞ
 !

(4)

They use RBF kernel in a 2 layered DSVM. The result with another kernel is worsening for the primary
SVM.

Kðf ðxiÞ; ðxÞÞ ¼ exp �
X
a

ðf ðxiÞa � f ðxjÞaÞ2
rm

 !
(5)

The model constructs novel datasets for all feature layers of SVM Sa with BP techniques,
ðxi; f ðxiÞa�m � dW=df ðxiÞaÞ;

whereas μ represents the learning rate and dW=df ðxiÞa is provided as below,

dW
df ðxiÞa

¼ ða�i�aiÞ
Xl
j¼1
ða�j � ajÞ

f ðxiÞa � f ðxjÞa
rm

� Kðf ðxiÞ; f ðxjÞÞ (6)

The feature extract SVM is launched pseudo-randomly and the training of the primary and featured layer
SVMs is iterated across a number of epochs. Subtracting the average error from the total error yields the bias
value. Determine the best learning rate to improve classification accuracy.
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2.3.2 Design of BSO Based Parameter Tuning Process
The BSO approach is used for DSVM parameter tuning. BSA is a clever optimization approach that

replicates the behaviour of beetles while foraging. After foraging, a beetle will use both of its antennae to
determine the potency of a food’s aroma. If the scent intensity obtained by the left antennae is greater, it
will fly towards the left; otherwise, it will fly towards the right. The technique outlined below is utilised
to model BAS algorithm.

~b ¼ randsðDim; 1Þ
krandsðDim; 1Þk (7)

Dim, on the other hand, represents the spatial dimension. The right and left antennae of the beetles’
spatial coordinates are defined by,

xrt ¼ xt þ d0 � b
!
=2

xlt ¼ xt � d0 � b
!
=2

(
(8)

xt represents the location of beetles’ antennae in t-th iteration, xrt represents the location of beetles’ right
antennae in t-th iteration, xlt represents the location of beetles left antennae in t-th iteration and d0 represents
the beetles’ both locations. The matching fitness values for the right and left antennae are determined and the
beetles progress toward the antennae with a lower fitness number [29]. The postures of beetles are gradually
improved by,

xtþ1 ¼ xt þ dt � b
! � signðf ðxrtÞ � f ðxltÞÞ (9)

dt ¼ eta � dt�1 (10)

t is the step factor, sign specifies a sign function and eta denotes the variable step factor, which is
typically 0.95.

The BSO algorithm is utilised to optimise the performance of the BSA. BSO is an optimization strategy
that combines the beetle foraging process with the Particle Swarm Optimization (PSO) method. Numerous
papers have been devoted to the two antennae used by beetles to discover neighbouring areas. When one
antenna senses very intense food odours from one direction, the beetle will travel toward the opposite
antennae. The foraging behaviour of beetles was utilised to construct a meta-heuristic optimum model
with a basic biological basis. It is described with the location of beetle from S-dimensional space at t as
xt andthe position of beetle at t+1 is given by (11).

xtþ1 ¼ xt þ dt � b � sign ðf ðxrtÞ � f ðxltÞÞ (11)

xrt ¼ xt þ dt � b
!
; xlt ¼ xt � dt � b

!
(12)

b
! ¼ randsðs; 1Þ

krandsðs; 1Þk ; dt ¼ 0:95dt�1;

dt ¼ 0:95dt�1 þ 0:01 (13)

Here, b
!

is the arbitrary exploring directions of beetle in S-dimension area and rands ð:Þ indicates an
arbitrary expression. dt Implies a searching length of beetle, whereas dt signifies a detectable distance of
antennae. Some of the primary values of dt and dt are often fixed as maximum and it is later reduced
gradually. The main objective is to develop past searching limits from optimizing processes to take over
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massive areas and move to local extremes. xlt and xrt are named as predicted locations of left and right
antennae of beetles respectively and high intensity of food flavour in two locations are presented as f ðxrtÞ
and fðxltÞ.

The BSO concept is insufficient for high-definition operations and the primary antenna site is the most
susceptible. The method by which a beetle increases its speed may be quantified by comparing the tendency
of BSO to pursue global extreme rates to each insect’s pursuit of individual extremes. This could not be
estimated by increasing the speed of the matching antennae, in contrast to the enhancement of each
insect’s location. In order to develop a more intelligent computer model, it employs a method of
loosening. X ¼ ðX1; X2; . . . ; XnÞ is applied for representing the beetle’s swarm along witha population

size n from S-dimension search area. Xi ¼ ðxi1; xi2; � � � ; xiSÞT refers to S-dimensional vector and
location parameter of beetles i in S-dimension searching area also capable of optimizing issue.

Vi ¼ ðvi1; vi2; . . . ; viSÞT indicates the speed variable of beetles i. Single extreme is given by

Pi ¼ ðpi1; pi2; � � � ; piSÞT and the global extreme is implied as Pg ¼ ðpg1; pg2; � � � ; pgSÞT . Fig. 2
illustrates the flowchart of BSO technique.

Therefore, the updates of position and speed of BSO framework are provided in the following
equations.

xkþ1is ¼ xkis þ kvkis þ ð1�kÞnkis; (14)

vkþ1is ¼ xvkis þ c1r1ðpkis � xkisÞ þ c2r2ðpkgs � xkgsÞ; (15)

nkþ1is ¼ dk � vkis � signðf ðxkrsÞ � f ðxklsÞÞ; (16)

Figure 2: Flowchart of BSO (Beetle Swarm Optimization)

IASC, 2023, vol.36, no.1 579



xkþ1rs ¼ xkrs þ vkis �
d
!

2
; xkþ1ls ¼ xkls � vkis �

d
!

2
; (17)

where k represents a processing duration, s ¼ 1; 2; � � � ; S and i ¼ 1; 2; . . . ; n. nis implies a single portion
of displacement computed by robust data determined by beetle antennae which is considered as the alternate
portion of displacement increment. Then, (k) loosening factors in (14) and (x) inertia weight in Eq. (15) can
be adjusted accordingly. r1 and r2 are arbitrary functions having values between 0 and 1. The attributes
c1 and c2 estimate the effect of single and global beetle extremes. The semantics of dk , d; x and f ðxÞ is
similar to the fundamentals of BAS. Position upgrading occurs in the BSO model via the searching
process of a beetle’s monomer, also known as the PSO approach’s extending concept.

The BSO algorithm selects an individual based on their fitness levels, then calculates the ideal solution
based on the outcome of each individual. MSE is used as a fitness function in this study and the objective is to
reduce MSE. It displays an error range between the predicted and actual DSVM values. This is demonstrated
by the following example:

F1 ¼ MSE ¼ 1

p �M
Xp
n¼1

XM
i¼1
ðdni � yni Þ

2

 !
; (18)

where yi denotes the predicted value of DSVM model.

3 Performance Validation

The suggested model’s performance is validated using the given dataset [30]. Tab. 1 and Fig. 3 illustrate
the sample distribution of the dataset. The values provide the maximum, minimum, mean and standard
deviation for each component of the dataset.

The HHVoutcomes predicted by the DSVM and ODL-HHVP models are evaluated in Tab. 2 and Figs. 4
and 5. On employing unique data indexes, the ODL-HHVP technique yields a small discrepancy between
observed and predicted values. Using five data indices, the DSVM and ODL-HHVP techniques have
predicted HHV concentrations of 21.81 and 20.37 MJ/kg, respectively, but the actual concentration is
19.54 MJ/kg. The DSVM and ODL-HHVP approaches projected an HHV of 2.33 and 2.36 MJ/kg,
respectively, based on 10 data indices, but the actual HHV is 2.40 MJ/kg.

Using 12 data indices, the DSVM and ODL-HHVP methods predicted HHV concentrations of 6.39 and
5.49 MJ/kg, respectively, but the actual HHV concentration is 4.88 MJ/kg. In addition, the DSVM and ODL-
HHVP methods predicted HHV concentrations of 21.42 and 20.67 MJ/kg, respectively, but the actual
concentration is 19.77 MJ/kg using 15 data indices. Using 25 data indices, the DSVM and ODL-HHVP
methods predicted HHV concentrations of 12.40 and 13.38 MJ/kg, respectively, but the actual HHV
concentration is 14.13 MJ/kg as shown in Tab. 3.

Table 1: Sample dataset

Composition H20 (%) C (%) H (%) O (%) N (%) S (%) Ash (%) HHV(MJ/kg)

Minimum 0.2 0.5 0.08 0.23 0.04 0.01 0.26 0.14

Maximum 78.7 87.1 14.2 47.8 10 1.5 98.9 45.9

Average 20.4 42.8 5.7 27.1 1.2 0.3 23.2 16.2

Std. 22.5 18.3 2.7 13.8 1.7 0.3 28.9 9.6
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Figure 3: Sample dataset

Table 2: HHV Prediction analysis of ODL-HHVP model

HHV (MJ/kg)

Data index Observed DSVM predicted ODL-HHVP predicted

1 19.54 21.87 20.37

2 19.39 20.52 20.29

3 20.29 19.17 20.97

4 19.09 20.44 20.22

5 19.02 20.52 20.07

6 2.63 2.70 2.66
(Continued)
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Table 2 (continued)

HHV (MJ/kg)

Data index Observed DSVM predicted ODL-HHVP predicted

7 1.43 1.35 1.40

8 0.52 0.75 0.57

9 0.52 0.37 0.47

10 2.40 2.33 2.36

11 7.89 7.14 8.57

12 4.88 6.39 5.49

13 13.75 15.63 14.73

14 14.05 15.56 14.88

15 19.77 21.42 20.67

16 1.35 1.50 1.35

17 0.75 0.60 0.71

18 0.75 0.60 0.67

19 0.60 0.60 0.60

20 0.97 1.20 1.05

21 9.77 12.33 10.82

22 12.85 13.83 13.30

23 6.09 5.33 6.39

24 21.42 23.38 22.10

25 14.13 12.40 13.38

Table 3: Comparative analysis of ODL-HHVP model with different measures

Metrics MLR GP RP LM DSVM ODL-HHVP

RMSE 4.360 2.870 3.590 3.100 3.050 2.782

MAD - - 2.410 0.330 0.300 0.294

MAPE (%) - - 21.680 22.480 34.56 37.410

CC 0.948 0.972 0.972 0.988 0.991 0.995

The third table provides a thorough comparison of the ODL-HHVP with previous approaches.

Fig. 6 compares the root mean square error of the ODL-HHVP method to that of alternative methods.
The figure demonstrates that the ODL-HHVP approach provided an effective outcome with an RMSE of
2.782, whereas the MLR, GP, RP, LM and DSVM strategies have lesser effective outcomes with RMSEs
of 4.360, 2.870, 3.590, 3.100 and 3.050, respectively.

Fig. 7 compares the ODL-HHVP method’s MAD analysis to that of other approaches. The graph
demonstrates that the ODL-HHVP approach produces a successful outcome with a MAD of 0.294, but
the RP, LM and DSVM procedures provide less successful outcomes with MADs of 2.410, 0.330 and
0.300, respectively.
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Figure 5: HHV prediction result analysis of DSVM model-II

Figure 4: HHV prediction result analysis of DSVM (Deep Support Vector Machine) Model-I
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Fig. 8 depicts a comparison between the MAPE analysis of the ODL-HHVP technique and earlier
models. The ODL-HHVP approach had the highest MAPE at 37.410 percent, followed by the RP, LM
and DSVM methods with MAPEs of 21.680%, 22.4800% and 34.560%, respectively.

Fig. 9 depicts a CC analysis of the ODL-HHVP strategy with contemporary approaches. The graph
demonstrates that the ODL-HHVP approach has the greatest CC with 0.995, while the MLR, GP, RP and
LM methods have the lowest CC with 0.948, 0.972, 0.988 and 0.991, respectively.

Tab. 4 and Fig. 10 display the deviation analysis of the ODL-HHVP in a variety of experiments
employing established approaches [31–34]. The deviation value should be as low as feasible for best
performance. The ODL-HHVP approach provides a deviation of 0.280 for experiment 17.960, whereas
the methods of Kathiravale et al., Meraz et al., Shi et al., RP, LM and DSVM yield deviations of 4.204,
2.841, 2.710, 3.991, 0.346 and 0.315, respectively. In addition, for the 16.050 experiment, the ODL-
HHVP technique yields the smallest deviation of 0.004, whereas the Kathiravale et al., Meraz et al., Shi
et al., RP, LM and DSVM methods yield larger deviations of 3,391, 3,107, 3,134, 12,480, 0.008 and
0.007, respectively. In addition, for the 9.960 experiment, the ODL-HHVP approach yields a deviation of

Figure 6: RMSE (Root Mean Square Error) analysis of ODL-HHVP model

Figure 7: MAD analysis of ODL-HHVP model
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0.181, whereas the methods of Kathiravale et al., Meraz et al., Shi et al., RP, LM and DSVM provide
deviations of 9.213, 5.374, 9.898, 3.096 0.227 and 0.221, respectively. Consequently, the ODL-HHVP
method produces a deviation of 0.004 for experiment 5.691, whereas the Kathiravale et al., Meraz et al.,
Shi et al., RP, LM and DSVM methods yield deviations of 0.210, 0.152, 16.786, 2.254, 0.056 and 0.042,
respectively.

In accordance with the experiment, the ODL-HHVP approach has a 0.004 deviation, whereas
Kathiravale et al., Meraz et al., Shi et al., RP, LM and DSVM had maximum deviations of 1.432, 0.158,
0.109, 0.044 and 0.037, respectively. The ODL-HHVP method produces a minimal deviation of
0.009 with an experiment of 0.437, whereas the methods of Kathiravale et al., Meraz et al., Shi et al., RP,
LM and DSVM achieve deviations of 2.698, 0.017, 0.1721, 0.052 and 0.045, respectively.

Figure 8: MAPE (Mean Absolute Percentage Error) analysis of ODL-HHVP model

Figure 9: CC analysis of ODL-HHVP model
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4 Conclusion

Using the contents of oxygen, water, hydrogen, carbon, nitrogen, sulphur and ash, the purpose of this
research is to create a new ODL-HHVP approach for determining the HHV value in MSW management.

Table 4: Deviation analysis of the ODL-HHVP with existing techniques

Experiment Deviation

Kathiravale et al. Meraz et al. Shi et al. RP LM DSVM ODL-HHVP

17.960 4.204 2.841 2.710 3.991 0.346 0.315 0.280

17.400 3.177 1.607 1.770 0.305 0.126 0.104 0.072

16.850 4.290 1.806 1.907 5.828 0.169 0.125 0.094

16.050 3.391 3.107 3.134 12.480 0.008 0.007 0.004

15.337 2.866 0.199 1.670 11.035 0.165 0.142 0.109

14.663 2.092 2.091 2.272 3.326 0.028 0.023 0.011

9.960 9.213 5.374 9.898 3.096 0.227 0.221 0.181

9.780 10.106 8.142 10.026 8.362 0.208 0.201 0.166

8.221 3.791 0.004 3.367 2.260 0.137 0.128 0.002

6.030 6.105 0.672 5.025 1.477 0.013 0.011 0.005

5.691 0.012 0.152 16.786 2.254 0.056 0.042 0.004

3.970 17.572 0.008 15.111 1.640 0.862 0.795 0.005

2.772 0.210 0.032 0.196 0.171 0.228 0.156 0.012

1.416 0.960 1.395 1.292 0.025 0.086 0.069 0.011

1.314 1.432 0.158 0.044 0.109 0.044 0.037 0.004

0.779 0.005 0.016 0.107 0.083 0.015 0.011 0.004

0.523 3.523 0.084 0.016 4.301 0.009 0.007 0.005

0.437 2.698 0.017 0.084 0.172 0.052 0.045 0.009

Figure 10: Deviation analysis of ODL-HHVP with existing techniques
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Using the ODL-HHVPmethod, the DSVMmodel was developed as a regression strategy for determining the
HHV value in MSW management. In addition, by utilising the BSO technique to optimise the DSVM
model’s parameters, the prediction performance and MSE are significantly enhanced. To show the
enhanced performance of the ODL-HHVP approach, a number of simulations are executed and the
generated data is evaluated on a variety of levels. The experimental findings demonstrated that the ODL-
HHVP method outperforms the present state-of-art methods. Therefore, the ODL-HHVP method may be
applied to accurately predict HHV. Enhanced DL models with hybrid Meta techniques for parameter
optimization can be developed in future to improve the performance of HHV prediction.
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