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Abstract: Diabetic Eye Disease (DED) is a fundamental cause of blindness in
human beings in the medical world. Different techniques are proposed to forecast
and examine the stages in Prognostication of Diabetic Retinopathy (DR). The
Machine Learning (ML) and the Deep Learning (DL) algorithms are the predomi-
nant techniques to project and explore the images of DR. Even though some solu-
tions were adapted to challenge the cause of DR disease, still there should be an
efficient and accurate DR prediction to be adapted to refine its performance. In
this work, a hybrid technique was proposed for classification and prediction of
DR. The proposed hybrid technique consists of Ensemble Learning (EL),
2 Dimensional-Conventional Neural Network (2D-CNN), Transfer Learning
(TL) and Correlation method. Initially, the Stochastic Gradient Boosting (SGB)
EL method was used to predict the DR. Secondly, the boosting based EL method
was used to predict the DR of images. Thirdly 2D-CNN was applied to categorize
the various stages of DR images. Finally, the TL was adopted to transfer the clas-
sification prediction to training datasets. When this TL was applied, a new predic-
tion feature was increased. From the experiment, the proposed technique has
achieved 97.8% of accuracy in prophecies of DR images and 98% accuracy in
grading of images. The experiment was also extended to measure the sensitivity
(99.6%) and specificity (97.3%) metrics. The predicted accuracy rate was com-
pared with existing methods.

Keywords: Diabetic retinopathy; prediction and classification; ensemble learning;
conventional neural network; diabetic eye disease

1 Introduction

If the person has a diabetic’s issue, then that person would be affected by eye disease and it is called the
DR. It is caused by blood sugar and it damages blood vessels. Finally this cause would be the reason for
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vision loss and the person gets blurred vision. The diabetic person is affected by different eye diseases such as
DR, Glaucoma and Macular Edema (GME). The DR is the solitary reason for apparition destruction. The
initial symptoms of DR are floater; blurred vision and finally vision loss [1–3]. The DR is hush-hush into
two types such as Proliferative Diabetic Retinopathy (PDR) and Non-Proliferative Diabetic Retinopathy
(NPDR) [4–8]. The primary stages or an initial stage of DR is known as NPDR. In this juncture, the
blood flowing vessels in the retina deteriorated and started to leakage the blood and fluid in the retina.
The second stage or severe juncture of DR is termed as PDR. In this juncture the blood pitchers are
damaged and new abnormal vessels start to grow in the retina and also jelly-like liquid substances start to
leak in the middle of the retina or middle of the eye [9–12]. So, the DR required early stage prediction
and controlling required stopping the growth of unwanted substances in the eye. The best way of
diagnosing DR is dilated examination performed by the eye doctor or ophthalmologists. Some of the
other prevention or diagnosing methods are Optical Coherence Tomography (OCT), Fluorescein
Angiography (FA) and Funds Photography (FP) [13]. The FA is a method based on the examination of
evaluating the central retinal vasculature and examining the affected parts of the retina. And also FA
confirms the diagnosis of neovascularization disk and abnormal activities of vessels in the parts of the
eye. The other symptoms of FA are vomiting, nausea, and different allergic activities. The OCT method
verifies the cross sectional of Magnetic Resonance Imaging (MRI) images of retina and also checks the
thickness of retina, quantifying intra-retinal and retinal thickness in short duration of timing. Yet another
work was discussed DL based DR for improved rider [14]. The main problems to solve these issues were
that OCT needs skilled operators, cost of the equipment and difficulty to capture the images in different
positions [15–18]. Nowadays the number of people affected with DR has increased more, so proper
screening and long-time observation are needed to check the status of the eye of the person. Therefore,
nowadays fully automated and computerized techniques are required to predict the early stage of DR and
cure it. Also a fast and real time solution is required and it should be recommended with the DR affected
people. Normally the DR has four stages such as insignificant NPDR, sensible NPDR, unadorned NPDR
and finally PDR. Among these 4 stages, if a person was diagnosed with diabetes and the result falls
under the first two stages, then the tested person can be cured and avoided the vision loss.

The main purpose of this research work is to detect DR early and increase the prediction rate of DR
considerably. Some different statistics, data mining and Artificial Intelligence (AI) techniques are
deployed to achieve better prediction accuracy [19–24]. But most of the works did not use all the features
together. This proposed AI and different features based concepts will be used to predict and classify the
stages of DR affected images, and further it has to be leading to better results. In this work, the subset of
AI such as ML and DL produced better prediction and classification as the results. In this work the 2D-
CNN version of DL was used to detect early stage prediction and classification with multiple features
such as texture, morphological and optic disc etc. The main contribution and novelty of the proposed
work are as follows.

i) The proposed hybrid method consists of EL, 2D-CNN, TL and Correlation methods.
ii) The SGB ensemble method was applied to predict the DR in sequence; the boosting based EL

method was deployed to predict the DR of images.
iii) Later 2D-CNN technique was cast off to categorize the various stages of DR images.
iv) Finally the TL rummage-sale to transfer the prediction to training datasets. Hence automatically

new features were well trained and thereby auto prediction performance was increased.

2 Related Works

The related work is as follows to claim the important role of this proposed work. Ashish et al. [1] created
a couple of varieties of a DL algorithm to forecast DR. The input of the system was one or the other a set of

500 IASC, 2023, vol.36, no.1



one-field or three turf color fundus photographs. The three-field grabbed nasal, principal, and temporal
images was used as input and processed them using a comparable Inception-v3 segment. In the internal
validation set, one field, three fields and sorts were well calibrated. In the peripheral substantiation set,
one field style puffed up the frequency of un-industrialized DR. The system was technologically
advanced based on Inception-v3 construction. The results suggested that the system improved risk
stratification for developing DR. The authors [2] described the various stages of DR and the points are
categorized as R0, R1, R2 and R3. Nazir et al. [3] presented an automated object localization approach
based on a Fast Region-CNN (FRCNN) algorithm and segmentation using Fuzzy K-Means (FKM)
clustering. The approach requires the bounding-box annotations to work; however, the dataset annotations
are generated through ground-truths. Fig. 1 illustrates the object detection and segmentation using CNN
algorithm. Here preprocessed images are accepted through CNN for feature extraction with feature map
along with FRCNN algorithm.

The annotated images for localization using FRCNN was a single-stage exercise technique that was
qualified, concluded and then segmented through FKM clustering technique. The segmented sections and
ground truths were then associated through intersection over union operations. The FRCNN method
accurately perceived the anomalies of DR, DME, and Glaucoma Regions (GR) simultaneously.
Chaurasiya et al. [4] discussed Support Vector Machine (SVM) classifiers to identify the severity of DR
disease based on surface geographies. Texture feature represented the image as Grey Level Co-occurrence
(GLC) of pixel pairs, entropy, Grey Level Run-length (GLR) of a particular passion value, Moment
Invariant (MI) and so on. SVM classifier was used to train the dataset to classify the images [5]. A
Binary Particle Swarm Optimization (BPSO) technique was applied to increase the classification
accuracy. Here BPSO and SVM techniques reduce the effect of misleading features present in the images.
Hacisoftaoglu et al. [6] used smart phone-based retinal images for detecting DR using DL frameworks

Figure 1: Localization and segmentation approach for object detection
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like AlexNet and GoogLeNet. Here AlexNet extracts low-level features using five convolution layers such as
convolutions, activation functions, dropouts, fully connected, and max pooling of CNN technique. The
highest probability images are classified using a softmax classifier technique. The classification accuracy
of the single dataset was predicted with AlexNet as 61% for iExaminer, 62% for D-Eye, 69% for Peek
Retina, and 75% for iNView images. The Classification accuracies of multiple datasets were predicted
with GoogLeNet as 61% for iExaminer, 70% for D-Eye, 71% for Peek Retina, and 89% for iNView
images. Gadekallu et al. [7] discussed Standard scalar technique and it was deployed to normalize the
raw dataset. The most significant features are extracted using Principal Component Analysis (PCA). The
Firefly algorithm was used to reduce the dimensionality of images. The classification of the reduced
dataset was adopted by Deep Convolutional Neural Network (DCNN). The proposed model justifies the
superiority in terms of Accuracy, Data precision, Sensitivity, Recall and Specificity for better results.

Herliana et al. [8] discussed Particle Swarm Optimization (PSO) and it was applied to select the best DR
feature in the DR Dataset. The Neural Network (NN) classification method further classified the selected
feature. The result of NN based PSO increased the classification result about 4.35% from a previous
result of 71.76%. The authors [9–12] proposed a framework for various classification of DR. In this
framework, different classifiers such as extra tree, SVM, K-Nearest Neighbor (KNN) and multi-layer
classifiers were applied for prediction of DR. The scope of this work was that the proposed technique had
achieved the precision 79%–84%. Salz et al. [13] proposed a system to analyze fundus images using the
DCNN with 3 fully connected layers and 18 convolutional layers. The performance of the proposed
architecture was measured by Five-fold and 10-fold cross validation methods. The performance measures
were the accuracy of 88% to 89%, quadratic weighted kappa score of 0.91 to 0.92, the specificity of 94%
to 95%, and the sensitivity of 87% to 89%. Jadhav et al. [14] proposed a DR detection model consisting
of seven phases. At first, Contrast Limited Adaptive Histogram Equalization (CLAHE) was used to pre-
processing the retinal images as input. Next, the open-close watershed transformation performs the optic
disc removal. Segmenting the blood receptacle and its exclusion was done by Grey Level Thresholding
(GLT). Gabor filtering and top hat transformation had segmented the abnormalities presented in the
retinal input images. The feature extraction phase had extracted the features like Kapur’s entropy, Texture
Energy Measurement, Home-grown Binary Pattern, and Shanon’s. Further the images categorized as
ordinary, former, sensible or unadorned and they were done by Deep Belief Network (DBN) based
classifier. To improve the optimum feature selection and update the weight in DBN the Modified Gear
and Steering-based Rider Optimization Algorithm (MGS-ROA) was used. The authors [15–17] proposed
a DL model to predict feature progression of DR.

Zeng et al. [18] proposed a Siamese-like CNN framework for predicting DR which had taken binocular
images as input. Here Inception V3 architecture reduced the input parameters and computational complexity.
The proposed method increased the performance with an accuracy of 95.1% and a kappa score of 0.829. This
method was not performed well since paired fundus images are unavailable. Torre et al. [17] presented an
interpretable classifier to classify the images based on disease severity. This model was able to predict the
score of every important pixel of the input image to make a final decision. Pixel wise relevance
propagation algorithm was introduced to generate the scores. The score depends on the input images and
leaving the constant part. Wang et al. [19] analyzed the quality of annotations and then predicted DR by
different annotation methods including logistic regression. The different annotation methods were (a) The
Single Grader for Single Annotations (SGSA), (b) Multiple Graders from Single Annotations (MGSA),
(c) Voting for Multiple Annotations (VMA), and (d) Adjudication of Disagreement with Double
Annotations (ADDA). While using ADDA, prediction performance had achieved the highest priority.
When considering grading, the performance was not good along with prediction. Gulshan et al. [20]
introduced a DL algorithm based method and it was used to predict the expected DR along with class
and assign scores to individual pixels. It exhibited their relevance in each input sample. To take a final
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classification decision, the assigned score was employed. In this work, more than 90% of sensitivity and
specificity values were gained as DL framework performance. The proposed algorithm improved
performance through appropriate measures. Sengupta et al. [21] proposed a solution for severe cases of
DR and they were detected by a DL classifier technique. The EyePACS dataset was trained with a total
of 1, 28,175 images and the proposed model was adopted to improve the tagging of the images.
Compared to human expert capabilities, this model achieves 97% sensitivity and 93.5% specificity for
detecting the worst cases of DR. The disadvantage of this model was lack of interpretability.

Islam et al. [22] proposed a supervised learning based approach for DR detection. To achieve more
accuracy, the Artificial Neural Network (ANN) was introduced. The image features are extracted by ANN
classifier. In this work, Feed Forward (FF) back propagation NN based architecture was coined. In this
work, the design compound applied to achieve non-linear relationships. Here ANN was used for
corresponding relationships. Unseen relationships on hidden data were assumed as well. Also to define
the structure of ANN, there was no specific restriction applied. It was actually numerical information for
this work.

Xu et al. [23] proposed a model for the identification of the early-stage of glaucoma. Here early
diagnosis was done to focus on an Optic Disc Region (ODR). The localization of OD was achieved
through Regions with Convolutional Neural Network (RCNN). Other stages used DCNN for checking
glaucomatous or healthy to classify the computer disc. The proposed framework achieved an area-under-
the-cure (AUC) as 0.874 for localization and classification of glaucoma. It takes a two-stage framework
and this method was computationally complex for localizing and classifying of glaucoma. By increasing
the network hierarchy, it loses the discriminative set of features and affects the performance. Giles et al.
[24] presented a novel methodology for diagnosing the progression of DR and view of Micro-Aneurysms
(MAs) turnover. To obtain MAs turnover, the traditional image analysis based roadmap was used. The
SVM algorithm had shown to be more operative for classification tasks. SVM classifier was used to
detect MAs turnover. In this proposed methodology, pre-training of features was not required and it had
relatively memory efficiency. The methodology was exceedingly competent in high dimensional galaxies.
But it was not suitable for huge datasets. Decencière et al. [25] discussed the concept to improve the
classification of DR; five DCNN models are used. The five different frameworks were Dense121,
Dense169, Resnet50, InceptionV3, and Xception. These frameworks encode the rich features from the
dataset. Kaggle dataset was applied to train and evaluate the model. To locate and classify the DR
lesions, a framework was applied and it was separated into different classes. This method suffers from
high computational cost too.

3 Materials and Methods

This research work was carried out in the Department of Deep Learning, Saveetha School of
Engineering, Chennai, India. For features classification, training and testing, the MESSIDOR Dataset [26]
was used. Total of 1200 fundus color images were there in the MESSIDOR Dataset. For the experiment,
600 images were castoff for training, 300 images were used for testing and 300 images were used for
validation. Some of the training, testing and validation datasets used in this work have shown in Tab. 1 [27].

The DR was classified into different stages or grades. The authors of the [11] described the various
stages of DR and the stages were graded as R0, R1, R2 and R3. The author of [28] presented the various
classifications. It was further graded as R0, R1, R2 and R3 based on the affected status. The R0 means
not affected, R1 means mild affected (NPDR), R2 means severe affected (NPDR), R3 means most severe
affected (PDR). The summarized grade of all stages of DR was shown in Tab. 2.
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The various stages of DR were shown in Fig. 2. The various features of DR predictions were shown in
Tab. 3. Some of the dominating features were blood vessels, optic distance, fovea, Blot hemorrhages,
exudates number etc. [29–33].

Tab. 3 is listing the features of DR prediction. All features listed belong to parts of the eye which were
essential in prediction of DR since all these features were changed if DR causes.

4 Proposed Hybrid Techniques

The main intent of the proposed work is to predict the DR using multiple features, classification of
various stages using multiple features and finding pre-DR images from the huge amount of datasets. The
proposed method predicted and classified DR images with EL (SGB), Deep Modeling (CNN with TL)
and correlation techniques.

4.1 Stochastic Gradient Boosting

It is a combination of boosting and bagging approaches. It is an EL approach with a Hybrid method of
DL [34] and makes the prediction by different weighted trees using features. For every iteration, it identifies
new features and also new loss functions are created for better prediction of DR images. Using this method,
the given set of images is predicted in the form of binary classifications. The structure of the binary prediction
using SGB has shown in Fig. 3. In this structure, initially features mentioned in Tab. 3 are included one by
one and all the features are combined for better predictions and accuracy. The real functions are trained based
on the loss functions between real functions and classification of images. The structure of the SGB is the
combination of weighted images, features and combine or averaging.

Table 1: The DR Dataset for implementation

S. No Dataset name Year Images

1 Diaretdb1 2007 84 images

2 MESSIDOR 2014 1200 images

3 HRF 2013 45 images

4 DRHAGIS 2017 40 images

5 ORIGA 2010 168 glaucomatous and 482 normal images.

6 IDRiD 2018 516 Images

7 Debrecen data set 2014 MESSIDOR image [8], the features were extracted

Table 2: Grades and stages of DR

Grades DR stages

R0 Not affected

R1 Mild affected NPDR

R2 Severe affected NPDR

R3 Most severe affected PDR
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Figure 2: Various Stages of DR Sample Images

Table 3: Features and descriptions

Features Descriptions and reasons

Fovea Sharpest central vision of retina.

Optical Distance The good eye carries 1 million optical neurons from the eye to the brain.

Dot or Blot
hemorrhages

Occurs in MA and deeper layers of the retina. It was also termed as red lesions.

Blood vessel In Blood vessels white tissues occurred for covering and the range of blood vessels
were 37230. The DR patients’ values are decreasing.

Edema Edema means to build up fluids in the central area of the retina.

Shannon entropy It was an average value of the information collected in each region of the eye.

LBP entropy It provides textual features information.
(Continued)
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4.2 Deep Modeling

The deep modeling is designed using CNN and hyper tuning parameters. This combination produced
better classification and predictions. In this work, 2D-CNN coined for prediction and hyper tuning
parameters are used to increase the prediction performance and accuracy. The 2D-CNN has some
common usage such as vertical and horizontal turnover, rotation translation, column transformation etc.
The main advantages of 2D-CNN are strengthening the model using rebuilt and increasing the number of
inputs. Another main important trick gained from this model is that information filling such as random
crop and size changing of images is identified. The main purpose of introducing 2D-CNN is that it has
highlighted the classification based on the given inputs and features. Due to the varieties of inputs and
knowledge varying data, different operations are extracted from the features. In this method, self-adaptive
information is also extracted.

Table 3 (continued)

Features Descriptions and reasons

Renyi’s entropy It was used to detect artifacts and eye blinking.

Micro aneurysm For Diabetic people, Micro aneurysm is found near to retinopathy.

Exudate number Exudate is that fluid filters from the area of information.

Exudates Area Leakages from the damaged capillaries.

Figure 3: Structure of boosting algorithm
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TL used to gain the knowledge of solving one problem to get knowledge from the related problems or
related predictions. It is used to fine-tune the pre-train model with the help of subsequent information or
knowledge. In this DR prediction, with the help of trained images predictions are performed and based on
the predictions, new knowledge or information are gathered. For example, in this work current input
prediction is performed with the help of trained images, after that with the help of TL features, final
prediction is performed.

4.3 Correlation Method

The correlation is used to measure the strong relationship between two prediction variables. The values
of the prediction have between −1 to 1. In this work, initially based on the features and pre-processing, the
initial prediction is performed. Secondly using EL, the prediction is performed. Thirdly using the DL based
modeling, final predictions are performed. Finally as per consideration, the combination of correlation and
value of the prediction is greater than 0.4 and hence it should be considered as the DR.

4.4 The Working Model

The working model is the combination of features and pre-processing, DL modeling and correlation of
different predictions. Fig. 4 has shown the overall working model for the proposed DR prediction system.

The step by step processes of the proposed working model are as follows. The set of the given input
images are described in Eq. (1).

X ¼ fX1; X2; X3 . . .X4g (1)

Figure 4: The overall DR prediction system model
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where X–denotes number of input images, {X1, …, Xn} represent various images in the datasets. The
training, testing and prediction of images have shown in Eqs. (2) and (3).

D ¼ f ðX1; Y1Þ; ðX2; Y2Þ; . . . :; ðXn; YnÞg (2)

where D–denotes predicted images, Y1-trained images, X1-Given input images. Finally using Eqs. (1)–(3) is
coined to represent the overall prediction ratio.

Y ¼ fD ððX1; Y1Þ; . . . ; DðX1; Y1Þg (3)

where Y is the overall predicted ratios from the given subsets of images. The initial prediction is performed
with the help of pre-processing of images such as segmentations, features prediction and features ranking.
Eqs. (4) to (6) help to perform the initial prediction of DR based on the initial training and testing. The
given image pixel is processed using the threshold values. Gaussian Pixel Density has been used to find
initial differences between the images and the predicted performance with help of Eq. (4).

PðZÞ ¼ p1ffiffiffiffiffiffiffiffiffiffiffi
2pr1

p :
eðz� lÞ

2
r1

� �
þ p2ffiffiffiffiffiffiffiffiffiffiffi

2pr2
p :

eðz� lÞ
2

r2

� �
(4)

where P1 and P2 denoted as priori probability density values and σ1, σ2 denoted standard deviation of
density regions. The various input features of the images are represented using Eq. (5).

F ¼ P ðF1Þ þ P ðF2Þ . . . :þ P ðF10Þ (5)

where F represents the sum of all features and P denotes probability of prediction of each feature. Before
applying the prediction technique, initial predictions are performed using Eqs. (2) and (5). With help of
training and various features, initial predictions are performed.

Y1 ¼ Dþ F (6)

In Eq. (6), Y1 represents the prediction of DR based on the features and based on the training and test
data. Eq. (7) is representing the prediction based on the EL. The classification of learning updating is
performed using SGB based learning parameters.

Lðxtþ1 Þ ¼ cxt � arv Jðxi; yi; vÞ (7)

where L represents the various categories of DR images, x is the input, y is the predicted classification based
on the Eq. (5), α is the learning rates, t is the initialized learning weights, and γ is relevant features of images.
Based on the Eqs. (4) to (7), the various stages of images are classified. The classification is performed with
the 2D-CNN and representation of CNN has shown in Eq. (8).

v0 ¼ vi � vk þ 2:pv
sv

þ 1; h0 ¼ hi � hk þ 2:ph
sh

þ 1 (8)

where (wi, hi) is denoted as input array, (wk, hk) is denoted as kernel array, (wo, ho) is denoted as output array.
Using Eq. (8), different classifications are performed and the classification is denoted as Eq. (9).

Y ¼ f: A ðR0Þ; MildAðNPDR ðR1ÞÞ; SAðNPDR ðR2ÞÞ; Most SAðPDR ðR3ÞÞg (9)

where A stands for Affected, S stands for Severe. Based on Eqs. (7)–(9), prediction and classification of DR
are performed and again for better accuracy, the predicted output is transferred to Eq. (7). So, new prediction
and classification is transferred using TL. With help of TL prediction is performed continuously.

508 IASC, 2023, vol.36, no.1



5 Results

This section presented results of experiments using the different parameters of DR Datasets. The
experimental procedure is executed using python programming and the various iterations of the results
are averaged and then correlated. The main parameters for comparisons are accuracy, sensitivity and
specificity with stage wise classification of images. The various features of the dataset images [31] are
listed in Tab. 4 and the accuracy of different classification methods are shown in Tab. 5 [32]. Here
19 attributes and features are used through architecture of prediction of DR as proposed. The undergone
processes are checked for quality of images, pre-screening, confident levels of images, rotation of images,
measuring distance between neighbor images, diameter of images, assigning binary values of images and
finally classification of DR images. Hence Tab. 4 would be involved to predict the DR with novelty.
Tab. 5 is listing the features, which are supposed to be used to achieve more efficiency with the proposed
hybrid method.

The above mentioned features are extracted in the different iterations of the experiment and the average
of the results is calculated using the boosting of various features in different iterations. The existing accuracy
of predictions and proposed method’s predictions are shown in Tab. 5.

Table 4: Attributes and features of dataset

Attributes Features

(0) Quality image. 1: sufficient quality, 0: bad quality

(1) Pre-screening, 1 indicates severe retinal abnormality and 0 it lacks of images.

(2–7) Confidence levels of images

(8–15) Rotation of images to compensation of different images

(16) Distance between different images

(17) Diameter of various images

(18) Binary results of classifications

(19) Various class of DR images

Table 5: Comparison of DR predicted accuracy with various methods

Classifiers Accuracy

DT [34] 85.2

KNN 86.4

NN 87.8

Adaptive neuro fuzzy inference system (ANFIS) [33] 89.2

SVM 89.4

Self-organizing map (SOM)-Non-linear Iterative Partial Least Squares (NIPALS)-ANFIS
ensemble [33]

91.5

Modified gear and steering-based rider optimization algorithm (MGS-ROA)-DBN [14], 2020 93.0

SVM + BPSO [9], 2020 94.0

SGB + 2D-CNN (Proposed method) 97.8

IASC, 2023, vol.36, no.1 509



Fig. 5 has shown the comparative accuracy of the prediction of DR images of difference algorithms.
Here, proposed work is compared to the previous methods such as SVM and EL methods. The ensemble
boosting prediction error of proposed method is very low when compared to the other works. The various
subsets of datasets features are extracted using different ensemble boosting models and these features
help to automatically increase the accuracy. This proposed method has two sets of features such as
prediction features and image features. Using these features and different stage of prediction techniques,
classification accuracy is measured. From the inference, proposed work has gained 97.8% accuracy.

Two more main parameters are sensitivity and specificity predictions of images. To find the correctly
matched features, the sensitivity is used on the DR images and it is shown in Fig. 6. To find the wrongly
matched images, the specificity is used from the DR images. Sensitivity prediction has gained sensitivity
(99.6%).

The specificity of prediction is shown in Fig. 7 and its metric achieved as 97.3% for proposed work. For
the different iterations, the corresponding average values are measured and respective values are plotted in
the graphs. Compared to the methods proposed in [6,9,16], predicted correctly matched and wrongly
matched accuracies are high in the proposed method.

Another main important classification is stage wise prediction. In this work four stages are taken to
predict DR and it is mentioned in Tab. 2. For the stage wise classification, the 2D-CNN concept is used.
For stage wise classification, around 300 images are trained and 300 images are tested. The tested and
trained images are used for match with DR images. The various stages of classification and
corresponding accuracy of predictions are shown in Tab. 6. The stage wise DR images are effectively
classified and the accuracy of the images measured and its accuracy measure is high with 2D-CNN method.

Figure 5: Comparisons of Accuracy

510 IASC, 2023, vol.36, no.1



0

0.2

0.4

0.6

0.8

1

1.2

SVM SVM +BSPO MGS+ROA SGB+2D- CNN

S
e
n
s
i
t
i
v
i
t
y

Sensitivites  of methods

Figure 6: Comparison of sensitivity of various methods

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

SVM SVM +BSPO MGS+ROA SGB+2D -CNN

S
p
e
c
i
f
i
c
i
t
y

Specificities of Methods

Figure 7: Comparison of specificity of various methods

IASC, 2023, vol.36, no.1 511



6 Discussion

This research is carried out to predict the DR and observation was made by comparing accuracy,
sensitivity and specificity of SVM, BPSO, KNN, NN, ANRS, DBN of ML and DL algorithms along with
the proposed hybrid technique. This hybrid technique is a combination of EL and 2D-CNN algorithms.
The inference is that accuracy of the proposed technique has achieved 97.8% and existing ML and DL
has only produced accuracy as 85.2% to 94.0% [4,8,19] and hence comparatively proposed technique has
achieved high accuracy. Likewise, specificity of the proposed method has gained 97.3% whereas other
ML and DL algorithms have achieved lesser [6,10,15]. The comparative graph shows that sensitivity of
the proposed algorithm has gained as 99.6%, whereas other ML and DL have achieved lesser [14,23,26].

7 Conclusion and Future Work

In this world, one of the primary reasons for blindness is DR disease. More people are affected every
year and the retina of the eye is also affected, at the end, people lose their vision also. The different
works were proposed previously, but the accuracy of the prediction of DR was low and stage wise
sorting, prediction, accuracy was also very low. So, in this hybrid proposed work, a new ensemble with
2D-CNN based prediction method is used to predict the DR and also classify the stages of images with
the DR Dataset. The SGB ensemble method was used to predict the DR. Initially, the boosting based EL
method is used to predict the DR of images. Later, 2D-CNN is used to categorize the various stages of
DR images. The TL is used to transfer the classification prediction to train the datasets using 2D-CNN.
Around 300 images are trained, 290 images are tested and 285 classifications of images are validated.
The experiment has produced 97.8% accuracy. The classification is also increased in the proposed work,
when compared to the other methods for DR prediction. In future, the prediction features and other
dynamic parameters of the retina should be used in the accuracy and prediction rates. This research work
can be applied in many eye issues related to the medical diagnosis system. This research work would be
a strong remedy for diabetic’s patient. Real time chip based DR diagnosis systems are needed, so in near
future, current research work could be extended for automation along with DL algorithms. As
Coronavirus Disease (COVID-19) cases are growing recently, it is essential to extend this work with
COVID-19 [34,35] cases because RD may be caused because of COVID-19. In other aspects this work
can be also extended with automated video based RD detection [36] with DL mechanism [37].

Funding Statement: The authors received no specific funding for this study.

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding the
present study.

Table 6: Various stages of DR images prediction and classification rates

S.
No

Various stages Total trained
images (300)

Tested images
(290)

Predicted images
(285)

Accuracy of
classifications

1 Not affected 110 100 98 98

2 Mild affected
NPDR

90 90 100 100

3 Severe affected
NPDR

60 59 57 97

4 Most severe
affected PDR

40 40 39 97.5
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