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Abstract: Activation functions play an essential role in converting the output of
the artificial neural network into nonlinear results, since without this nonlinearity,
the results of the network will be less accurate. Nonlinearity is the mission of all
nonlinear functions, except for polynomials. The activation function must be dif-
ferentiable for backpropagation learning. This study’s objective is to determine
the best activation functions for the approximation of each fractal image. Different
results have been attained using Matlab and Visual Basic programs, which indi-
cate that the bounded function is more helpful than other functions. The non-lin-
earity of the activation function is important when using neural networks for
coding fractal images because the coefficients of the Iterated Function System
are different according to the different types of fractals. The most commonly cho-
sen activation function is the sigmoidal function, which produces a positive value.
Other functions, such as tansh or arctan, whose values can be positive or negative
depending on the network input, tend to train neural networks faster. The coding
speed of the fractal image is different depending on the appropriate activation
function chosen for each fractal shape. In this paper, we have provided the appro-
priate activation functions for each type of system of iterated functions that help
the network to identify the transactions of the system.
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1 Introduction

The systems of iterated functions (IFSs) are used to construct fractals. The result of this construction is
always self-similar. A fractal is a figure formed by the union of several copies of itself [ 1-3], where each copy
is obtained through a function as part of a system of recursive functions. The functions of this system are
usually retractable, and thus they closely group the points and make the shapes shrink down to become
part of the overall shape. The fractal shape generated by this system of functions consists of several
overlapping small copies of itself. This process is repeated ad infinitum. Each fractal consists of copies of
itself, with self-similarity being the most important characteristic of the fractal shapes. The inverse
operation is called fractal image coding. The code of the IFS is constructed through this process to
generate a fractal image. Identifying the function code is one of the most important challenges in artificial
neural networks. A neural network has several activation functions, and the proper selection of these
functions is important in fractal coding. With a nonsingular and nonlocal kernel, the overall depiction of
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HIV infection was highlighted by Tang et al. [4] using the Atangana Baleanu (AB) fractional operator.
Considering an artificial neural network devised for the purpose of solving the fractal inverse problem,
Al-Jawfi examined the impact of varying the learning rate value in such a system [5]. Fractal Image
Compression is the most common application for solving the inverse problem of fractals [6].

2 Backpropagation and IFS

To understand fractal coding with activation functions, we summarize the related existing knowledge in
this section.

A loop-free network with its units in a layered arrangement is known as a multilayer (feed-forward)
perceptron (MLP), where it is trained via the backpropagation algorithm. After processing in each layer,
the inputs of each unit are the outputs of the previous unit in the artificial neural network. As fixed input
units, the bias units are included in the first layer. It is possible to form trainable “hidden units” that have
internal representations on several layers, as well as a trainable output unit on another layer [7,8]. In
some ranges like the interval [0, 1], both the output and input are continuous values; therefore, every unit
should be non-binary. The sigmoidal function is the output of a weighted sum. Therefore, the output x; is
xi = fi(>_ wixx ), whereby f; represents a sigmoidal function:

1
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The input is x; and the corresponding weights are wy.

The logistic growth rate, which is also called the curve’s steepness in some cases, is represented by the
constant a. By considering the neural network environment’s components, the evaluation of the output units
is carried out. The network is fed with a set of training patterns as input patterns p and the output units are the
corresponding desired target patterns #’. The input p elicits the target output pattern OF, whose purpose is
error minimization by adjusting the network’s weights [9].

E=3 3,0~ f)’ .

This evaluation’s gradation to an input from a unit bias can be determined from the multiplication
formula developed by Rumelhart et al. [10]. This process can be extended using the backpropagation
method over the whole network.

Numerous 1(2)wer bounds that are false can be avoided through this scheme. The corresponding
filx) = (t’,z — oi) is considered and the input pattern p is fixed for each input cycle.

In this equation, the set of k£ ranges above the mapped output units. There are various interconnected
units in the network, where the interconnection is dependent on the weights w;;. For the reduction of error
E, stepwise descent is used in varying the weights w;;, which is the aim of the learning rule:
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The exceedingly low growth rate results in the extremely slow network learning in standard
backpropagation [11,12]. The objective function differs from the weights due to the high growth rate in
the activation functions. Therefore, there is no occurrence of learning. As in linear models, Hess matrix
[13] can be utilized to calculate acceptable growth rates, provided that the activation function is

quadratic. Furthermore, if there are numerous global and local options in the activation function, the ideal
growth rate varies quickly in the training process since the Hessian matrix varies quickly, as in the hidden
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units in a typical neural network. Trial and error are a tedious process that is usually a requirement in training
a neural network that has a fixed growth rate, as in a typical neural network.

A theoretical defect similar to that of standard backpropagation has been observed for different
backpropagation types that have been designed. The slope of the gradient should not be an input to the
function representing the change in the weights’ magnitude.

Small arbitrary network initialization weights result in a big step size being needed and small gradient in
some weight workspace areas. In addition, the network being near to the local minimum will also lead to
small step size and gradient in other workspace areas. Similarly, a large or small step size may be
required for large gradient value. The algorithms’ tendency for growth rate adaptation is one of the
artificial neural networks’ most significant features. Nevertheless, if there are abrupt changes, the
calculation of the resultant change of the network weights’ value will be done with the gradient’s growth
rate being doubled by the algorithm. Unstable behavior can result from this process occasionally. For
obtaining good step sizes, gradients as well as second-order derivatives are utilized in traditional
optimization algorithms.

Through further training, it is difficult to construct an algorithm with automatic growth rate adjustment
during training. Many of the proposed recommendations in existing studies do not work.

Considering some of these proposals, LeCun et al. [14] and Leen et al. [15] highlighted some
encouraging outcomes; however, problems were illustrated but no solution was proposed by them. Rather
than varying the growth rate, the weights were adjusted instead by Darken et al. [16]. By maintaining the
running weight’s average values, theoretical and ideal convergence rates can be achieved through “polyac
averaging” or “iterate averaging” [17,18], which represent a different stochastic approximation type.

In general, S = UMfi(s), where S C R" and f;: R" — R" are the functions that require iteration, with
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The union of functions f; is known as the Hutchinson operator fixed point and is represented as S.

2.1 Properties of IFSs

A monoid with composition operation is formed by the collection of functions f;. If two functions are
involved, the monoid is called dyadic. An infinite binary tree is considered to represent the composition,
where at each tree node, it can be composed of right or left branch. Generally, the composition may be
visualized as a p-adic tree, where the number of functions is p.

Which function will be involved in the composition is indicated by each p-adic number’s digit, hence
implying that there is isomorphism between the p-adic numbers and the monoid elements [19].

The modular group is part of the dyadic monoid’s automorphism group. For many fractals, including the
de Rham curves as well as Cantor set, this group can explain the fractal self-similarity. A matrix can be used
to represent the functions, which should be affine transformations, in unique cases. Nevertheless, projective
transformations and Mdbius transformations are non-linear functions that can be used to build the systems of
iterated function. The fractal flame represents one example of a system of iterated functions that has nonlinear
functions. To compute the IFS of fractals, the most popular algorithm used is the chaos game. For this
algorithm, a point is arbitrarily selected in the fractal space; next, the system of iterated functions is
randomly selected, where it is subsequently drawn and applied on the point.

For the plotting of the aftereffects of the application of each capacities group until an initial shape or
point is achieved, every possible succession of capacities is obtained until the largest extent of length in
the elective calculation process.
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The identification of every feasible sequence of functions until a particular maximum length and the
plotting of the application result for the sequence of functions until an inittial shape or point is achieved
are the alternative algorithm’s most vital goal.

2.2 IFS Rendering

The setting of the attractor is as in [2,16] for a particular set in R” when building an effective IFS. It may
not be possible to solve this inverse problem due to its difficulty [20]. Nevertheless, if self-similarity exists
for the given set, these functions’ required construction will be simple. Utilizing the property of self-
similarity, mathematical transformations can be carried out to obtain the system of iterated functions.

On the probability measures’ space P(C), the contraction mapping’s fixed point is known as the fractal
shape [21].

2.3 Using Neural Networks to Code IFS

These fixed points of the network architecture are used in the representation of elements in the Hopfield
network. The encoding of fractional attraction by an IFS represents the network dynamics, where examples
of network dynamics utilization are the research by Giles et al. [8] and Melnik [11], who studied positional
activation in networks. For a random number of times, one of the transformations of the system was applied
to a selected point by Melnik [11] and Barnsley et al. [2] until convergence to the attractor occurred.

For a particular fractal attractor, a set of weights corresponding to the neural network can be identified
for the purpose of attractor approximation. For this research, X,,, and Y,,, are the output units while X;, and
Y;, are the input units of the neural network with six weights per transformation (IFS); together, they are a
representation of a function that has a homogeneous recursive function system state (Fig. 1). For other IFS
cases, the number of weights, outputs, and inputs may be different. Random selection is used with regard to
the choice of transformation. For every fractal image point, X;, and Y;, coordinates are received by the input
neurons; these coordinates correspond to every transform’s x-coordinate as well as y-coordinate. With varied
and biased activation functions, the outputs X,,, and Y,,, are returned by the neurons.
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Figure 1: Neural network corresponding to an IFS function

3 Activation Function

Apart from determining the output of the neuron with reference to the values of the weight and input,
smoothing out the data to ensure it fits the objective of designing the network is also the purpose of defining
the activation function.
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Based on their domain, there are various kinds of activation functions for example:

1
1. Logistic function ¢(v) = ———— with the domain of [0, 1].

1+e
] —e @ v
2. Hyperbolic tangent ¢(v) = and algebraic sigmoid function ——— where the domain is
[_YIP e gent ¢(v) Ty g g Vi

The logistic growth rate is represented by «a in the equations above. As they are beneficial for fractals
coding, the sigmoid activation functions will be the focus of this paper.

Based on the IFS coefficients, the fractal image can be segregated into three types.

3.1 Fractals with Positive IFS Coefficients

Represented in the form of a scalar function, this type of IFS results in a neural network output that
comprises six weights corresponding to all transformations (IFS) and two units that are calculated from
the two input units. Random selection is considered for the iterated function. For each transform, one
neuron for the y-coordinate and another for x-coordinate, as well as one coordinate for each fractal image
point, are received by all input neurons units. Comprising a biased Sigmoid function [10,12] (Fig. 2), the
outputs x and y are returned by each output neuron.

=1

Figure 2: Sigmoid function

The following are the x and y output equations:

1
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where the growth rate is a, while
WXy = XiyWxx + Yy VVyxVVx, (7)
and

are the weight functions corresponding to the i-th input neuron and j-th output neuron. Meanwhile, the i-th
input neuron’s bias is represented by ;. With random iterations and a large number of points, an image will
be attained at the completion of the iterated operation. At this stage, the obtained image is still dissimilar to
the desired system image (IFS). Hence, to attain a better target image approximation, updating the neural
network’s weights is necessary.
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How much the two images differ will affect the weights’ changes. When the weight values are updated,
there should be a decrease in the error function, which is measured based on the aforementioned difference.

The Hausdorff distance is the error function that is utilized for the comparison of the two fractal
attractors [1,14].

3.2 Fractals with Positive and Negative IF'S Coefficients

For this type of IFS, similar procedure and neural network will be utilized. A biased Tan-Sigmoid
function is part of the x and y output neuron [10,12] (Fig. 4).

The following are the x and y output equations:

1 — e~ 1
and Yy =

_ e

Xout = 1 + efaWYin

1 + efaW)(in
Note that similar symbols to the first type of IFS are utilized, with b;; being the IFS coefficients,
whereby k=1, 2, 3,j=1,2,and i=1, 2, ..., n. The number of IFS is denoted by #.

Considering different growth rates, Figs. 3, 5 and 7 depict several of the neural networks’ final fractal
images with the Tan-Sigmoid function. For this type of fractal, the utilization of a similar error function to the
first type of fractal is considered.

a=4.1 a=4.4 a=5.5

Figure 3: Several final images of a fractal corresponding to the first IFS type for a neural network with
varying growth rates
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3.3 Fractals with IFS Coefficients bij> 1

If b; is positive, this type of fractal will have a similar activation function to the first IFS type. On the
other hand, if b;; have both negative and positive values, the activation function will be similar to the second
IFS type, where there is only a slight difference between the two cases (Figs. 4 and 6). The following are the x
and y output equations:

X max{ by } and Vo = max{ b }
out 1 _}.e*aWXm out 1 _}.e*aWYm
or
1 — e_aW)(in 1 — e_aWYin
Xgut = max{bl-jk} w and Yout = max{b,jk} m .

Both types of IFS consider the use of similar symbols.
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Figure 4: TanSigmoid function
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Figure 5: Several fractal output images corresponding to the second IFS type with varying growth rates
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Figure 6: A small change in the Tan-Sigmoid function

a=0.3
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Figure 7: Several output images of fractals for the third type of IFS with varying growth rates

4 Future Work

The different types of fractals’ activation functions are the focus of this paper. All types of activation
functions and varying growth rates were considered, and their results were studied. For each fractal type,
the neural network’s convergence speed to the desired fractal image can be increased for certain growth
rate values. With regard to fractal image coding, the activation functions’ relationship with growth rate
remains to be an open problem.
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