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Abstract: Human hand detection in uncontrolled environments is a challenging
visual recognition task due to numerous variations of hand poses and background
image clutter. To achieve highly accurate results as well as provide real-time
execution, we proposed a deep transfer learning approach over the state-of-the-
art deep learning object detector. Our method, denoted as YOLOHANDS, is built
on top of the You Only Look Once (YOLO) deep learning architecture, which is
modified to adapt to the single class hand detection task. The model transfer is
performed by modifying the higher convolutional layers including the last fully
connected layer, while initializing lower non-modified layers with the generic pre-
trained weights. To address robustness issues, we introduced a comprehensive
augmentation procedure over the training image dataset, specifically adapted for
the hand detection problem. Experimental evaluation of the proposed method,
which is performed on a challenging public dataset, has demonstrated highly
accurate results, comparable to the state-of-the-art methods.

Keywords: Deep learning model; object detection; hand detection; transfer
learning; data augmentation

1 Introduction

Accurate detection of human hands in images is of crucial importance for many high-level human
behavior analysis tasks. A variety of applications in robotics and human-computer interaction, such as
virtual reality [1], driver behavior monitoring [2] or sign language recognition [3,4]; heavily rely on
accurate results from hand detection methods. It is still an extremely challenging task as hands can vary
in shape and viewpoint, can be partially closed or occluded, can have different articulations of the fingers, etc.

Recent expansion of Deep Neural Networks (DNN) has led to adoption of this approach to the visual
object detection task, which significantly improved the performance of conventional object detection
methods. Beside significant detection accuracy improvements brought by modern DNN-based methods
[5,6], there has been advances in terms of execution speed [7–9]. However, there is still a lack of
research in terms of extension and adaptation of these methods to the specific domain problems, such as
human hand detection in images. A powerful technique for adapting and reutilizing a generic pre-trained
DNN on a specific domain task with a smaller target dataset, is denoted as Transfer Learning [10–13].
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There are two main reasons for adapting a pre-trained DNN, instead of building and training a completely
new network model from scratch. First, when the target dataset is significantly smaller than the original
generic dataset, transfer learning enables additional training of large networks without overfitting. Also, it
is an enormously faster approach than complete retraining, which is especially the case for large DNN
models which took days or even months to be trained on large public datasets using advanced Graphics
Processing Unit (GPU) architectures.

Therefore, in this paper, we investigated how to successfully apply a transfer learning approach over
state-of-the-art DNN-based object detectors, in order to make them robust for a specific task of human
hand detection. The main contributions of the paper are summarized as follows:

� We transferred and trained a Deep Neural Network based on a YOLO network architecture [9], by
modifying it to adapt to the single class hand detection task.

� We proposed a comprehensive data augmentation procedure over the training image dataset, in order
to address robustness issues.

� Training and evaluation of the proposed method, which is performed on a challenging public dataset,
has demonstrated highly accurate results, comparable to the state-of-the-art methods.

In the rest of the paper we will first give an overview of related work, followed by a short description of
the original YOLO object detection method. Then, we will present a detailed description of our approach for
transferring the YOLO model to a robust hand detection method, denoted as YOLOHANDS. Description of
the proposed data augmentation procedure is given before presenting the results of comprehensive evaluation
on a publicly available dataset.

2 Related Work

Many conventional computer vision methods have been proposed in the literature to detect human hands
in color images. One of the first successful methods was proposed in [14]. It generates skin-based region
proposals followed by a sliding window shape-based detector to increase detection recall. However,
methods relying on skin detection have serious limitations in environments with poor illumination.
Furthermore, they could be ambiguous if face regions are also present in the image. First applications of
Deep Neural Networks (DNN) for object detection tasks started as extensions to the standard
classification methods. They relied on external region proposal step to identify object region candidates
which were afterwards classified using the DNN.

2.1 Region-Proposal Deep Learning Methods for Object Detection

One of the first successful DNN methods for object detection was introduced in [6]. It starts with a
segmentation algorithm called “selective search”, to preselect large number of object region candidates
(approx. 2000 candidates). Then, it applies a pretrained DNN to extract a fixed-length feature vector from
each region proposal, which is followed by a Support Vector Machine (SVM) multi-class classifier. Slow
execution times and limited accuracy were serious drawbacks of that method. Some improvements to the
original method were presented in [5]. Instead of performing over 2000 forward passes for each object, it
computes a convolutional feature map for the complete image in a single forward pass, making it
significantly faster. Another improvement is that the neural network is trained end-to-end with a multi-
task loss, resulting in a simpler training procedure. However, the speed of the method was still far from
real-time performances. In [7], a significant improvement of the speed was presented, by abandoning the
traditional region proposal method, and relying on a fully deep learning approach. The proposed
network architecture consists of the two sub-networks which are merged into a single network and trained
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end-to-end. The method, denoted as Faster Region-based Convolutional Neural Network (Faster R-CNN) is
still considered as one of the optimal object detectors in terms of accuracy [15].

2.2 Single-Stage Deep Learning Methods for Object Detection

While region-proposal methods might achieve higher accuracy, they still have significant drawbacks in
terms of computation complexity. Single-stage object detectors use a single deep neural network to
simultaneously predict object’s bounding box and class probabilities. This allows them to have
significantly faster inference times, while still achieving the high accuracy of detections. The two most
notable representatives of single-stage methods are Single Shot Detector (SSD) [16] and YOLO [8],
where YOLO has demonstrated higher speed and accuracy of results. In this study we will rely on
YOLOv3 Deep Neural Network architecture [9] for developing our robust hand detection method. We
will first give a brief overview of a basic YOLO network architecture, followed by details of our
modifications and adaptations to the specific problem of human hand detection in unconstrained
environments.

2.3 Transformers for Object Detection

Transformer architecture [17], which has had a tremendous impact in the Natural Language Processing
(NLP) domain, has recently been introduced into computer vision applications. One of the first successful
methods to demonstrate how Transformers can replace standard convolutions in deep neural networks on
large image datasets, was introduced in [18]. Vision Transformers (ViT) applied the original Transformer
model on a sequence of image patches flattened as vectors. It has gained significant attention, and a
number of recent methods have been proposed which build upon ViTs.

Object detection methods relying on Transformer modules, could be grouped into the following three
categories. One group of methods use transformer backbones for feature extraction, combined with
R-CNN head for detection [19]. Another group uses CNN backbone for visual feature extraction,
followed by a Transformer based decoder for object detection [20]. Finally, an entirely transformer-based
method for object detection is introduced in [21]. Since the transformer-based methods achieve state-of-
the-art results, their potential to replace CNN networks for object detection tasks is very realistic.

3 Transferring a Generic Object Detection Model

We rely on a state-of-the-art deep neural network architecture for object detection–YOLOv3 [9], as a
basis for developing our hand detection network. To adapt the network to the hand detection task, we
applied a transfer learning approach [11,22–24].

3.1 Generic Object Detection Using YOLO Method

The YOLO object detection method was first introduced in 2016 [25]. The method is based on a single
deep neural network trained to take an image as input and predict bounding boxes, class labels, and
confidence scores for each detected bounding box. The initial version of YOLO neural network was
operating very fast at 155 fps, while producing a relatively lower accuracy compared to the previously
described region-proposal methods. Its algorithm starts by splitting the input image into S � S grid cells,
where each cell is responsible for detecting objects whose centroid fall into that grid cell. Concretely,
each grid cell can predict (regress) up to B bounding boxes, and for each of them it outputs the
confidence p that the box contains the object. This means that each grid cell gives B outputs consisting of
a 5-element vector x; y;w; h; p½ �, where x; y represent center of the object’s bounding box relative to the
bounds of the grid cell; w; h represent width and height relative to the whole image dimensions, and p is
detectors confidence (probability) that the object exists within that bounding box. In addition, for each
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grid cell, YOLO outputs a list of C-element class probabilities represented as one hot encoded vector. Finally,
the neural network output is given as a vector of S � S � B� 5þ Cð Þ elements. In the case of a 416� 416
input image, a grid of 13� 13 cells can be used with B ¼ 3 bounding boxes predicted for each cell, and
C ¼ 80 object classes in case of the COCO dataset [26]. It will finally produce an output vector of
13� 13� 3� 5þ 80ð Þ ¼ 43095 elements for an input image.

There have been many improvements of the initial YOLO detector over the years [8,9,27]. The improved
YOLOv3 introduced a couple of significant improvements [9]. To create a network which is resilient to object
size variations, the output vector is composed of three different output layers that take feature maps produced at
different stages in the base architecture. This allows those layers to detect objects at three separate scales,
inspired by work done in [16]. Since YOLOv3 considers three different scales, the main difference in
outputs will be reflected in varying grid sizes. Instead of considering a single grid of 13� 13 cells (S ¼ 13)
for an input image of 416� 416 pixels, the parameter S will change depending on the scale, so it will
finally generate three different grid sizes: 13� 13, 26� 26 and 52� 52. It means that the dimension of the
output vector of the YOLOv3 network, when taking all three scales into account, will be of size:
13� 13� B� 5þ Cð Þ þ 26� 26� B� 5þ Cð Þ þ 52� 52� B� 5þ Cð Þ. The base network architecture
that determines convolutional feature maps has also been slightly changed. It now contains 53 layers,
composed of 3� 3 and 1� 1 convolutional filters. Also, residual blocks with skip connections have been
added to battle vanishing gradients, inspired by [28]. An illustration of a network output for C ¼ 1 can be seen
in Fig. 1 below.

3.2 A Deep Transfer Learning Approach for Robust Hand Detection

Our approach relies on the YOLOv3 network, which was originally created to detect C ¼ 80 distinct object
classes that are present in the publicly available COCO dataset [26]. Since we only have an interest in detecting a
single class (i.e., human hand), we need to modify certain layers of the network, including the final fully
connected layers and the convolutional layers preceding them (for each of the three scales). Therefore, the last
fully connected layer “FC1” with S � S � B� 5þ Cð Þ ¼ 13� 13� 3� 5þ 80ð Þ ¼ 43095 outputs in the
original YOLOv3 network, was replaced with a fully connected layer with 13� 13� 3� 5þ 1ð Þ ¼ 3042
outputs in our YOLOHANDS. The same modification has been applied to the other two fully connected
layers (“FC2” and “FC3”, with grid sizes of S ¼ 26 and S ¼ 52; respectively). The reduction in the size of
the fully connected layer was mirrored by the number of filters in the preceding convolutional layer. The

Figure 1: Illustration of the detection output for one image scale (3 scales are used)
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formula used to compute the number of output filters in the preceding convolutional layers is
B� 5þ Cð Þ ¼ 3� 5þ 1ð Þ ¼ 18, so the number of filters is also reduced to 18 (instead original 255).

For initializing weights of the YOLOHANDS neural network, there are generally two options. Either to
randomly initialize the weights in the network and start training from scratch, or to initialize the weights with
previously learned values on some larger generic dataset. Since our YOLOHANDS model is built by
modifying the higher convolutional layers including the last fully connected layer, we decided to initialize
weights of lower non-modified convolutional layers with the existing pretrained weights, and to use
random initialization for the introduced modified layers. There are several publicly available pretrained
weight sets for YOLOv3 which are learned on several large public datasets, but two of them are the most
commonly used: “yolov3.weights” and “darknet53.conv.74.weights” [9]. The first one, “yolov3.weights”
contains weights for all the layers in the network that are learned on the COCO dataset [26], and the
other one “darknet53.conv.74.weights” contains weights only for lower convolutional layers of the
network that are learned on a larger ImageNet dataset [29]. Since the later one is trained on a larger
dataset, we used that one for our model. The overall architecture of our approach is given in Fig. 2 below.

When choosing the training procedure for the network weights tuning, there are few options. One option
is to lock the first several layers during training, meaning that the locked layers won’t be updated with
gradients during backpropagation. In this case we would only update the weights of the last few layers.
Although this can significantly reduce training speed and memory consumption, it is only applicable to
detect objects with a similar appearance to the generic objects used for the original YOLO training.
However, we are detecting a specific object class (i.e., human hands) which does not exist as a separate
class in the training dataset of the original YOLO detector, so we decided to perform the training over all
network layers. In this way we open all layers for adaptation during the backpropagation procedure.

Training of the YOLOHANDSmodel is performed in iterations, where each iteration consists of a single
forward-backward pass over one batch of images. We used batches consisting of 64 images, due to GPU
memory limitations. After every 1000 iterations, current weights of the network are stored to serve as
checkpoints.

The original network outputs regressed bounding boxes around potential object locations, coupled with
a detection confidence of the bounding boxes. By default, regressed bounding boxes whose confidence is
below the value 0.5 are discarded. The option to change the confidence threshold values is exposed as a
parameter of the network, and we take advantage of that for computing the Average Precision (AP)
measure during the evaluation.

4 Data Preprocessing

Choosing the appropriate dataset, as well as defining the corresponding preprocessing procedure, might
be of crucial importance for Deep Learning applications. Therefore, we will first describe the dataset and give
details of the proposed data augmentation algorithm.

4.1 Dataset Description

The dataset used for evaluation is a publicly available Oxford Hand Dataset [14]. It has been created by
aggregating several different image sources and annotated by a bounding box rotated with respect to the wrist
orientation. All hand instances were split into two main groups: big and normal hand instances. Big hand
instances are those that are larger than 1500 square pixels. For training and evaluation purposes in this
study, two subsets of the Oxford Hand Dataset have been used–a training subset consisting of 9163 hand
instances and a test subset of 2031 instances for evaluation. We were using the complete dataset, without
making any distinction between ‘normal’ and ‘big’ hand instances. The original annotations for the
Oxford Hand Dataset had to be slightly modified, since the architecture of the original YOLO detector is
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not designed for oriented object detection. Actually, YOLO network only accepts axis-aligned bounding
boxes for training and produces axis-aligned bounding boxes during inference. Therefore, for every
original ‘rotated’ annotation box we had to compute an axis-aligned bounding box that completely covers it.

Figure 2: YOLOHANDS deep transfer learning approach based on pretrained YOLOv3 [9]
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4.2 Data Augmentation

Importance of data augmentation for visual recognition tasks has been verified through a number of
studies [30,31]. We have experimented with different image augmentation techniques and finally
formulated an extensive augmentation procedure over the training dataset by generating 38 augmented
images for every single image in the training dataset. Before the augmentation, all images are resized to
416 by 416 pixel dimensions. The augmentation starts by rotating the image at an angle that was a
random multiple of p=6. After the rotation, a sequence of transformations has been applied, where each
transformation in sequence has a probability of 0.5 to be applied or not. The applied image
transformations include: a) addition of random zero mean Gaussian noise; b) gamma adjustment by a
gamma factor of 0.4 with gain of 0.9, and c) intensity stretching by truncating the top 2% of lowest and
highest intensities. Starting from an initial training set of 9163 hand instances, we formed the augmented
training set consisting of Ntrain ¼ 348194 instances, which was used to train the YOLOHANDS detector.
Note that the augmentation is applied only over a training subset of images, while the test dataset is used
in its original form, without any augmentation. Therefore, it will not affect time consumption of the
detection inference step. Algorithm of the described augmentation procedure is given in the following:

Algorithm 1: Data augmentation algorithm

n_augments = 38;

n_angles = 12;

for i = 1 : n_train_images

for j = 1 : n_augments

{

rand = get_random(0, n_angles-1);

train_image[i].apply_rotation(rand*PI/6);

rand_gauss = get_random(0, 3);

if (rand_gauss > 1)

{

train_image[i].apply_gaussian_noise();

}

rand_gamma = get_random(0, 3);

if (rand_gamma > 1)

{

train_image[i].apply_gamma_adjust();

}

rand_intensity = get_random(0, 3);

if (rand_intensity > 1)

{

train_image[i].apply_ intensity_stretch();

}

}
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5 Evaluation

For quality evaluation of the described YOLOHANDS detection method, we used the following three
measures: Recall, Precision and F1 measure. Proper understanding of these measures in the context of object
detection domain might be tricky, so we will give a brief description of the corresponding parameters,
measures and computation procedures used in the paper. A true positive (TP) is a valid object detection,
meaning an object is present in the scene and properly detected. False positive (FP) is an invalid object
detection, meaning that an object which is not present in the scene is wrongly detected, or the object is
present in the scene, but the detection is not overlapping it. False negative (FN) indicates that an object is
present in the scene, but it is not correctly detected. Recall measure calculates the percentage of properly
detected objects among all that are present in the dataset, and it can be computed in the following way
Recall ¼ TP= TP þ FNð Þ. Precision gives the percentage of valid object detections among all detections
Precision ¼ TP= TP þ FPð Þ. Finally, F1 measure combines Precision and Recall into a single number in
the form of a harmonic mean value: F1 ¼ 2 � Precision � Recallð Þ= Precisionþ Recallð Þ. Note that all the
three measures produce values in the range [0,1], with higher values representing better results. The
process of evaluation metrics computation is presented in the following algorithm.

Algorithm 2: Evaluation metrics computation

TP = 0; FP = 0; FN = 0;

for i = 1 : n_annotations

{

IoU = 0

for j = 1 : n_detections

{

IoU_current = IOU(annotation[i], detection[j]);

IoU = max(IoU, IoU_current);

}

if (IoU > 0.25)

{

TP += 1;

}

}

FN = n_annotations-TP;

FP = n_detections-TP;

To measure if a single detected bounding box is correctly positioned relative to the annotation, an
intersection over union (IoU) is computed between detected and annotated bounding boxes. IoU takes
values from the interval [0,1], with value 0 meaning there is no intersection at all, and value 1 meaning
that the detected and annotated boxes perfectly overlap. During testing, for every annotation we compute
IoU with each of the detected bounding boxes and then take the maximum value. If, the value is above
the threshold of 0.25, we will count that detection as valid and increment the TP score. To compute the
FN score, we simply subtract the TP score from the number of annotations in an image. To compute the
FP score, we subtract the TP score from the number of detected objects.
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Training of the network is performed in batches of Nbatch ¼ 64 images. Note that the YOLO framework
reports the number of training iterations instead of more common number of training epochs, but it can be
easily converted as: Nepoch ¼ Niter � Nbatch=Ntrain. The quantitative results of the evaluation on the training
subset of the Oxford Hands Dataset, depending on the number of training iterations, are presented in Tab. 1.

From the results given in Tab. 1, it can be noticed that Precision has a relatively stable value among all
training checkpoints. On the other hand, the Recall and F1 measures show an increase in value until the
16000 training iterations (~3 training epochs), while stabilizing afterwards. If F1 score is assumed as a
single measure of quality, it can be noticed that the optimal result of F1 = 0.78 is given after 21 k
iterations (~4 training epochs). Therefore, for further experiments we will use the weights after 21 k
iterations, where P = 0.82 and R = 0.75. Some qualitative results from the YOLOHANDS method can be
seen in Fig. 4.

A commonly used single quality measure for evaluation of object detectors is Average Precision (AP),
which is calculated as the area under the precision-recall curve. To generate the curve, we used the
YOLOHANDS model weights with the optimal F1 score, and varied detection confidence thresholds (as
described in 3.2). The computed precision and recall results are given in Tab. 2, with the corresponding
curve presented in Fig. 3 below.

We further compared results of our approach with state-of-the-art results from the literature, evaluated on
the same Oxford Hands Dataset (see Tab. 3).

Table 1: Quantitative results of the YOLOHANDS on the training subset

Num. train iterations
(in thousands)

Precision Recall F1

10 0.83 0.62 0.71

11 0.82 0.70 0.75

12 0.83 0.67 0.74

13 0.81 0.72 0.76

14 0.82 0.72 0.77

15 0.83 0.70 0.76

16 0.80 0.74 0.77

17 0.84 0.72 0.78

18 0.81 0.73 0.77

19 0.83 0.72 0.77

20 0.82 0.73 0.77

21 0.82 0.75 0.78

22 0.80 0.72 0.75

23 0.83 0.73 0.78

24 0.80 0.73 0.77

25 0.83 0.72 0.77
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The obtained value of AP = 76.68% represents the top result on this dataset. This confirms the adaptation
power of generic YOLO-based neural network architectures and its ability to successfully handle specific
detection tasks, such as human hand detection. Some qualitative results of our YOLOHANDS detection
approach in challenging environments, are given in Fig. 4.

Table 2: Precision and recall measures computed by varying detection confidence

Detection confidence 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0.0

Precision 1.0 0.99 0.97 0.96 0.92 0.89 0.87 0.84 0.80 0.71 0.26

Recall 0.0 0.10 0.28 0.42 0.52 0.61 0.68 0.73 0.77 0.81 0.90

Figure 3: Precision-recall curve used to compute the final average precision AP = 76.68%

Figure 4: Examples of detection results of the YOLOHANDSmethod (detected hands are marked with pink
bounding boxes)
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6 Conclusion

Robust and accurate detection of human hands in uncontrolled environments is a challenging visual
recognition task, which is of crucial importance for many high-level human behavior analysis tasks. In
this paper we proposed and evaluated a method for robust hand detection which is built by a deep
transfer learning approach over YOLO neural network architecture. The initial model is adapted to the
single class hand detection task, by modifying the higher convolutional layers including the last fully
connected layer, while initializing lower non-modified layers with the generic pretrained weights. To
address robustness issues of the overall method, we proposed a comprehensive data augmentation
procedure over the training image dataset. The obtained experimental results on a challenging publicly
available dataset show the highest level of accuracy of the proposed method, which is comparable to the
state-of-the-art methods. It can be concluded that state-of-the-art generic object detection methods, such
as YOLO, can be successfully adapted to the specific hand detection task by deep transfer learning
approach and adequate data preprocessing procedure. The presented results encourage experimenting with
other highly accurate object detection methods, such as Faster-RCNN [7] or YOLOS Transformer [21].
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