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Abstract: Recently, artificial-intelligence-based automatic customer response sys-
tem has been widely used instead of customer service representatives. Therefore,
it is important for automatic customer service to promptly recognize emotions in a
customer’s voice to provide the appropriate service accordingly. Therefore, we
analyzed the performance of the emotion recognition (ER) accuracy as a function
of the simulation time using the proposed chunk-based speech ER (CSER) model.
The proposed CSER model divides voice signals into 3-s long chunks to effi-
ciently recognize characteristically inherent emotions in the customer’s voice.
We evaluated the performance of the ER of voice signal chunks by applying four
RNN techniques—Ilong short-term memory (LSTM), bidirectional-LSTM, gated
recurrent units (GRU), and bidirectional-GRU—to the proposed CSER model
individually to assess its ER accuracy and time efficiency. The results reveal that
GRU shows the best time efficiency in recognizing emotions from speech signals
in terms of accuracy as a function of simulation time.
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1 Introduction

Artificial intelligence speakers based on voice recognition are widely used for customer reception services.
Robots and other devices assist humans in most industries and comprise simple voice recognition and display
interfaces. Moreover, various studies are being conducted to improve the emotion recognition (ER) rate from
voice signals to understand the exact intention of customers. ER technology analyzes the emotional states of
humans by collecting and analyzing information from their voices or gestures. However, emotional states
determined from voice signals are more accurate than those determined from gestures because expressing
emotions with gestures may vary with culture. Recently, research on the analysis of emotions using various
deep learning techniques, such as artificial neural network (ANN), convolutional neural network (CNN),
and recurrent neural network (RNN), and studies on recognizing human emotions by extracting and
analyzing the characteristics of voice signals in various manners have been conducted. ANN, CNN, and
RNN have been employed in various fields, such as imaging [1-5], relation extraction [6], natural language
processing [7], and speech emotion recognition (SER) [&].
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SER using RNN-based long short-term memory (LSTM) and gated recurrent unit (GRU) has
demonstrated improved performance in various studies because both techniques train on the audio signal
considering the properties of the time-series sequence. However, the performance analysis of ER accuracy
with respect to the simulation time has not yet been conducted. Therefore, in this study, we proposed a
chunk-based SER (CSER) model that divides voice signals into 3-s long units to recognize the emotions
from the individual chunks using LSTM, Bi-LSTM, GRU, and Bi-GRU techniques to analyze the
performance of the SER accuracy with respect to the simulation time of the four RNN techniques.

The remainder of the study is organized as follows. Section 2 presents the related literature, and
Section 3 describes the proposed CSER model. Section 4 presents the performance analysis of the SER
accuracy and time efficiency of LSTM, Bi-LSTM, GRU, and Bi-GRU with the proposed CSER model.
Finally, Section 5 presents the conclusions and further research directions.

2 Related Works

Many studies have been previously conducted to improve SER performance by combining the
advantages of RNN and attention mechanisms (AM). AM is a technique based on the way humans focus
on characteristic parts rather than using all information including the background when recognizing an
object [9]. The initial AM was used to effectively analyze images by assigning weight to specific parts
containing relatively important information in the field of neural network (NN)-based image processing.
However, studies have been conducted to improve the performance of ER by applying the AM to the
SER research fields to improve SER [10-20]. Tab. 1 lists the previous studies of SER using RNN with
AM in terms of methods.

Table 1: SER literature using RNN with AM

Studies Methods

Trigeorgis et al., 2016 [10] CNN and bidrectional LSTM (Bi-LSTM)
Huang et al., 2016 [11] Bi-LSTM

Mirsamadi et al., 2017 [12] Bi-LSTM

Tao et al., 2018 [13] LSTM

Sarma et al., 2018 [14] LSTM

Chen et al., 2018 [15] Convolutional RNN (CRNN)

Zhao et al., 2018 [16] Bi-LSTM

Xie et al., 2019 [17] LSTM

Xie et al, 2019 [18] LST™M

Lietal., 2019 [19] CNN and Bi-LSTM

Zheng et al., 2020 [20] CNN, GRU and Bi-LSTM

Present study LSTM, Bi-LSTM, GRU, and bidirectional-GRU (Bi-GRU)

Studies listed in Tab. 1 analyzed emotions using the interactive emotional dyadic motion capture
(IEMOCAP) dataset [21]. As shown in Tab. 1, SER studies using LSTM, Bi-LSTM, and GRU have been
conducted [11-18]. Furthermore, the convergence studies of RNN and CNN were conducted to improve
the SER accuracy [10,19,20]. However, studies on the performance analysis of the SER accuracy as a
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function of the simulation time of four RNN techniques, such as LSTM, Bi-LSTM, GRU, and Bi-GRU, have
not yet been conducted.

3 Proposed CSER Model

In this section, we describe the overall structure of the proposed CSER model and LSTM, Bi-LSTM,
GRU, and Bi-GRU techniques used to evaluate the performance, feature extraction, and AM of the
proposed CSER model. The proposed CSER model divides the received voice signal into 3-s-long
chunks and votes for recognized emotions using RNN techniques with hard and soft voting methods to
eventually recognize voice emotion. Fig. 1 shows the flow chart of the proposed CSER model.
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Figure 1: Flowchart of the proposed chunk-based SER (CSER) model

As shown in Fig. 1, feature extraction is performed in each chunk to evaluate the ER accuracy and
simulation speed of the proposed CSER model. Four RNN techniques (LSTM, Bi-LSTM, GRU, and Bi-
GRU) are used to recognize emotions from each of the chunked audio file. Subsequently, AM is used to
calculate and reflect the importance of the voice signal according to the context of speech signals. Finally,
the emotion recognized in each chunk is subjected to hard and soft voting to recognize the final emotion.
The hard voting classifier in the proposed CSER model predicts the emotional state with the largest sum
of votes from the chunks, whereas the soft voting classifier predicts the emotion with the largest summed
probability of emotions from the chunks.

The detailed descriptions of the chunking process of audio signals, AM, LSTM, Bi-LSTM, GRU, and
Bi-GRU techniques used in the proposed CSER model are presented in the following subsections.
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3.1 Chunks of Audio Signals

In the proposed CSER model, an entire voice signal is divided into 3-s long intervals to accurately
recognize emotions from all input audio signals. The minimum number of chunks of an entire voice
signal can be expressed as

n=§+L 1)

where 7 is the number of chunks, c is the chunk size, and / is the audio length. After obtaining the number of
chunks, the size / of the overlap can be calculated using Eq. (2) to ensure that the chunks overlap at regular
intervals.

nxc — [

h = @)

n—1

After dividing the audio with different lengths into chunks of the same length, acoustic feature values are

extracted from each chunk using the OpenSmile toolkit [22]. The feature extraction is described in the

following section. Low-level descriptors (LLDs) are extracted from a 20—50-ms short frame to extract

emotional features through RNN techniques from each chunk, and statistical functions are applied to the
extracted LLDs to calculate high-level statistical functions, which are features of pronunciation units.

3.2 Feature Extraction
In the proposed CSER model, feature extraction is performed to extract and recognize voice features
from each chunk. Zero-crossing rate (ZCR), root mean square (RMS), Mel vector, chroma, Mel-
frequency cepstral coefficient (MFCC), and spectral features are extracted from each chunk for its ER.
ZCR calculates the sign change rate of the amplitude of each chunk. It refers to the rate at which the

signal value passes through zero as the sign change rate, which is used as the most primitive pitch
detection algorithm.

Z IEZN\@MO—MW—IDI 3)
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sgn(-) is the sign function given by
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where x, N, and i are the amplitude, length, and index of the frame, respectively.

RMS is a value obtained by calculating the energy of each chunk frame (i.e., the sound intensity of each
frame). It is the most basic measure of emotion, which is given by

Z?il J’(i)z

RMS =
N ’

)

where y(i) is the signal amplitude of the i-th chunk.

The Mel-scale spectrogram is a characteristic vector of the energy (dB) of each chunk according to time
and frequency and is often used as a basic characteristic in ER. Chroma short-time Fourier transform is a
feature vector representing the change of 12 distinctive pitch classes and can be characterized as a scale
by extracting the energy of each scale from chunks according to time. MFCC is a feature that represents
a unique characteristic of sound and can be extracted from an audio signal. The spectral feature is a
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statistical feature value in the frequency domain, and the frequency band spectrum is used as a statistical
value for ER in addition to other features.

3.3 Recurrent Neural Network (RNN) Techniques

In this section, the LSTM, Bi-LSTM, GRU, and Bi-GRU techniques and self-AM for feature extraction
used in the proposed CSER model are described.

3.3.1 Long Short-Term Memory (LSTM)

LSTM is a technique that supplements the shortcoming that, if learning continues for a long time in
existing RNNSs, initial learning is forgotten [23]. The values are adjusted by attaching cells called gates to
the input, forget, and output layers of an RNN. The input gate decides whether to store new information,
the forget gate decides whether to store previous state information, and the output gate controls the output
value of an updated cell. Fig. 2 shows the structure of LSTM.
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Figure 2: Structure of long short-term memory (LSTM)

In Fig. 2, x; and A, represent the input and hidden states at time ¢, respectively. Moreover, i, f, and o
denote the input, forget, and output gates, respectively. First, LSTM uses a sigmoid function to determine
the information to be eliminated. Then, it uses another sigmoid function and a fanh function to determine
if new information should be stored in the cell state. The cell state is updated in the third step, and the
output value is determined using the final sigmoid and fanh functions through which the output from the
cell state is passed.

The LSTM used in this study consisted of continuously connected units in the left and right directions.
At each step, the LSTM receives the hidden and cell states of the previous time step, receives the input value
of the current step, performs computation through gates, updates the hidden and cell states, and transmits
them to the next time step. Forget gate f; decides what information needs to be removed from the LSTM
memory. The forget gate can be expressed as

fo=o(Wylhr, x) + by), (6)

where W is the weight matrix, and b is the bias vector, which are used to connect the input layer, memory
block, and output layer. The forget gate applies a sigmoid function on the previous hidden state 4, ; and
current input value x,. An output value of zero indicates completely discarding the value, while a value of
one represents the complete retainment of the value.

Input gate i, decides whether or not the new information is to be added to the LSTM memory. This gate
consists of sigmoid and tangent layers. The sigmoid layer determines which values need to be updated and
the tanh layer creates a vector of new candidate values to be added to the cell state.
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it - U(VVf-[htflv xt} + bi)a (7)
Et == tanh(WC.[htfl, x,] + bc), (8)
where i; decides whether the value should be updated, and ¢; is the vector of new candidate values to be
added to the cell state.

Subsequently, the previous cell state ¢,_; is updated to the current cell state ¢;, which can be expressed as
¢ =Jikct i % Cpy ©)

where f; is the result of the forget gate, a value between 0 and 1. Finally, the result is multiplied by the output
of a sigmoid layer. Then, output gate o, is calculated using the output of sigmoid layer of 4#,_; and x,.

0 = O'(Wo * [htfh xt] +bo)7 (10)
ht = O * tanh(c,), (1 1)

where 4, is a value between —1 and 1. In this study, x, is the input chunked speech signal data. The input time-
series speech signal data are expressed as X = [x;, X2, ..., xy], and the hidden state of memory cells is
denoted by H = [hy, ha, ..., hy], where N is the number of chunked speech data values.

3.3.2 Bidirectional-LSTM (Bi-LSTM)

Bi-LSTM is a modified LSTM [24] and comprises two independent hidden layers. It calculates the
forward hidden sequence first followed by the reverse hidden sequence. Furthermore, it combines the two
layers to obtain the output. Compared with LSTM, Bi-LSTM can improve the context available in the
algorithm by effectively increasing the amount of information available in the network.

3.3.3 Gated Recurrent Unit (GRU)

GRU is an extended approach of LSTM [25] and is similar to LSTM with fewer parameters. The
parameters are learned through the gating mechanism. Moreover, its internal structure is simpler, making
it easier to train, because an update to its hidden state requires fewer computations. Moreover, it solves
the vanishing gradient problem of LSTM. Fig. 3 illustrates the structure of GRU.
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Figure 3: Structure of gated recurrent unit (GRU)

In LSTM, there are three gates—output, input, and forget—whereas there are only two gates—update
and reset gates—in GRU. As shown in Fig. 3, the update gate, z;, determines which information can be
retained to the next state and the reset gate, r,, determines how previous state information is combined
with the new input information in GRU. The formula of GRU can be expressed as follows:
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z = a(Wy.[h—1, X)), (12)

re =Wy [hi—1, x4]), (13)
Candidate hidden state, /,, and current hidden state, /,, can be written as follows:

hy = tanh(W.[r, * he—y1, X)), (14)

hy = —z)%h_1+z xh, (15)

where the definitions of o, x, and /4 are the same as those in LSTM. A, and /,_; denote the output of the
current and previous states, respectively. x; denotes the speech data signal of the chunked voice signal.

The input time-series chunked speech data are expressed as X = [x;, Xz, ..., xy], and the hidden state
of memory cells is denoted by H = [hy, hy, ..., hy|, where N is the number of chunked speech data
values.

3.3.4 Bidirectional Gated Recurrent Unit (Bi-GRU)
Bi-GRU is an improved model that combines bidirectional RNN and GRU [24]. The structure of Bi-
GRU is similar to that of Bi-LSTM, except for the cyclic unit. These two bidirectional networks can

simultaneously use forward and reverse information. As GRU is simpler than LSTM, Bi-GRU is simpler
than Bi-LSTM.

3.3.5 Attention Mechanisms (AM)

In this subsection, we describe the self-AM used in the proposed CSER model. AM was first proposed in
the image processing field, and it aids a model to learn by focusing on specific function information. AM uses
the state of the last hidden layer of LSTM or the implicit state of the LSTM’s output to fit the hidden state of
the current moment input. However, in the field of SER, self-AM, which adaptively weights the current input
voice signal, is more appropriate.

Sequential speech signals contain more emotional information than others such as signal interferences
and noise. To focus on the emotional parts of a sequence, we learn the internal structure of the sequence with
a focus on enhancing specific feature information in sentences using self-AM. Therefore, self-AM is an
improved version of AM as it reduces dependence on external information and is better at capturing
internal correlations of data or functions.

In the case of audio sequences that generally represent human emotions, adjacent frames exhibit similar
acoustic characteristics. The query (Q), key (K), and value (V) of the i-th element for the voice data sequence
X can be expressed as follows:

0, = wlx, (16)
I/i = W\];xb (17)
Kl‘ = w,{xi, (18)

where x; is the i-th element of X. w,, w,, and wy, are the linear projections that map the i-th element to the
query, value, and key, respectively. The dimensions of O, V, and K are 1 x hp, where hp is a
hyperparameter. Finally, the AM is computed using matrix multiplication on a set of sequences.

z = softmax (1\{/;%> v, (19)

where O, K, and V denote sets of queries, keys, and values, respectively, and d; is a scaling factor.
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4 Simulation Results
4.1 Dataset

The dataset used in this study is the IEMOCAP database [21]. This database was comprised of five
sessions, prepared using 10 actors who improvised or performed emotions based on a script in a mixed-
gender pair, and analyzed by evaluators. Tab. 2 lists the IEMOCAP database.

Table 2: IEMOCAP database

Label Emotion No. of data
ang anger 1,103
hap happiness 595
exc excite 1,041
sad sadness 1,084
fru frustration 1,849
fea fear 40
sur surprise 107
neu neutral 1,708
dis disgust 2
XXX unknown 2,507
oth others 3

As shown in Tab. 2, the emotion data in this database comprise 10,039 voice files related to 11 types of
emotions, such as anger, happiness, sadness, tranquility, excitement, fear, surprise, and disgust. Herein, the
performance of the CSER model is analyzed using the emotion data of voice files related to anger, happiness,
neutral, and sadness.

4.2 Performance Analysis of Hard Voting

In this section, we apply the LSTM, Bi-LSTM, GRU, and Bi-GRU techniques to the proposed CSER
model and compare and analyze the accuracy and simulation time of the ER results through hard voting.
Fig. 4 represents the confusion matrices of hard voting applied to the CSER model.

Based on Fig. 4, four emotions are recognized from the voice signals with high probability when LSTM,
Bi-LSTM, GRU, and Bi-GRU are applied to the proposed CSER. Furthermore, the prediction accuracy for
distinct emotions such as anger is high. However, all four RNN techniques have the highest probability of
diagonal matrices in confusion matrices for all emotions.

Figs. 5a and 5b show the accuracy and simulation time, respectively, for the four RNN techniques
applied to the proposed CSER model. The final ER is evaluated using hard voting. Based on Fig. 6a, Bi-
LSTM has the highest accuracy (63.97%), whereas LSTM has the lowest (60.05%). Tab. 3 summarizes
the comparative performances of accuracy and simulation time of LSTM, Bi-LSTM, GRU, and Bi-GRU
of the proposed CSER model when using hard voting.

Tab. 3 shows the accuracy and simulation time when the final emotion is recognized using hard voting
with the four RNN techniques applied to the proposed CSER model. Based on the Tab. 3, when applying the
bidirectional technique for both the LSTM and GRU methods, the simulation time increased by
approximately 2.5 and 1.8 times, respectively, and the accuracy increased by approximately 3.92% and
0.49%, respectively. In general, when evaluating emotions using hard voting, the time efficiency with
respect to the simulation time is optimal for GRU since the structure of GRU is simpler than LSTM.
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Figure 4: Confusion matrices of the proposed CSER model with hard voting: (a) LSTM, (b) Bi-LSTM, (c)

GRU, and (d) Bi-GRU
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Figure 5: Performance comparison of LSTM, Bi-LSTM, GRU, and Bi-GRU of the proposed CSER model

with hard voting: (a) accuracy and (b) simulation time
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Figure 6: Confusion matrices of soft voting applied to the CSER model: (a) LSTM, (b) Bi-LSTM, (c) GRU,

and (d) Bi-GRU

Table 3: Comparison of accuracy and simulation time of the proposed CSER when using hard voting

Accuracy (%)

Simulation time ()

LSTM 60.05
Bi-LSTM 63.97
GRU 62.50
Bi-GRU 62.99

60.23
152.87
51.02
97.64

Furthermore, Tab. 3 shows that the simulation time of the GRU technique is the shortest when
recognizing voice emotions using hard voting in the proposed CSER model. Tab. 4 lists the accuracy and
time efficiency of GRU compared with the other three RNN techniques. The relative performance of
accuracy and time efficiency compared to GRU when using hard voting is summarized in Tab. 4.
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Table 4: Comparison of accuracy and time efficiency compared to GRU of hard voting

Accuracy diff. (%)  Time efficiency (%)

LSTM +2.45 15.29
Bi-LSTM  —1.47 66.63
Bi-GRU —0.49 47.75

Tab. 4 lists the accuracy difference and time efficiency of three RNN techniques compared to GRU. The
accuracy is increased by 2.45% compared to LSTM when speech emotion is recognized by GRU. However,
compared to the Bi-LSTM and Bi-GRU, the speech recognition accuracy is decreased by —1.45% and
—0.49%, respectively.

Nevertheless, as shown in Tab. 3, the simulation time is 51.02 s, which is the fastest among the four
RNN techniques, when GRU is applied to the proposed CSER model. However, the time efficiency is
increased by 15.29%, 66.63%, and 47.75% compared to the LSTM, Bi-LSTM, and Bi-GRU techniques,
respectively, as shown in Tab. 4. Therefore, it can be confirmed that applying GRU to the proposed
CSER model has the highest time efficiency relative to accuracy.

Therefore, we confirmed that applying GRU to the proposed CSER model resulted in the highest time
efficiency with respect to the accuracy among the four RNN techniques.

4.3 Performance Analysis of Soft Voting

In this subsection, we apply the LSTM, Bi-LSTM, GRU, and Bi-GRU techniques to the proposed CSER
model and compare and analyze the accuracy and simulation time of the ER results through soft voting.
Fig. 6 shows the confusion matrices of emotion recognition results obtained by applying the four RNN
techniques to the proposed CSER and using soft voting.

As shown in Fig. 6, the soft voting results recognize emotions from the voice signals with high
probabilities, which are similar to the results of the hard voting in Section 4.2.

Figs. 7a and 7b show the accuracy and simulation time, respectively, for the four RNN techniques
applied to the proposed CSER model, and the final ER is evaluated using soft voting. All four RNN
techniques showed similar simulation accuracy. Both Bi-LSTM and Bi-GRU showed an increased
simulation time of approximately 1.8 times compared with LSTM and GRU, respectively.
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Figure 7: Performance comparison of LSTM, Bi-LSTM, GRU, and Bi-GRU of the proposed CSER model
with soft voting: (a) Accuracy and (b) Simulation time
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As shown in Tab. 5, when the bidirectional technique was applied to LSTM and GRU, the ER accuracy
of LSTM increased by approximately 3.4%, but the accuracy of GRU did not increase. Therefore, GRU is the
most efficient in terms of simulation time for the CSER model when using soft and hard voting. The relative
performance of the accuracy and time efficiency compared to GRU when using soft voting is listed in Tab. 6.

Table 5: Comparison of the accuracy and simulation time of the proposed CSER when using soft voting

Accuracy (%) Simulation time ()
LSTM 61.52 75.57
Bi-LSTM 64.95 135.64
GRU 63.73 53.25
Bi-GRU 63.73 97.48

Table 6: Comparison of accuracy and time efficiency compared to GRU of soft voting

Accuracy diff. (%)  Time efficiency (%)

LST™M +2.21 29.54
Bi-LSTM  —1.22 60.74
Bi-GRU 0.00 45.37

Tab. 6 represents the results of the comparison of the accuracy and time efficiency between the GRU and
the other three RNN techniques when recognizing emotions using soft voting in the proposed CSER model.
When GRU is applied, the accuracy is increased by 2.21% compared to LSTM and decreased by 1.22%
compared to Bi-LSTM, showing the same performance as that of Bi-GRU. However, when GRU is
applied to the proposed CSER, the time efficiency of ER increased by 29.54%, 60.74%, and 45.37%
compared to LSTM, Bi-LSTM, and Bi-GRU, respectively. Therefore, the GRU exhibits the highest
performance in terms of simulation time for both hard and soft voting.

5 Conclusion

In this study, we proposed a CSER model in which a voice signal was divided into 3-s long chunks of
voice signals to predict emotions using RNN techniques, recognize the emotions predicted in each chunk via
hard and soft voting, and evaluate the performance. To evaluate the performance, the ER accuracy and
simulation time of four RNN techniques (LSTM, Bi-LSTM, GRU, and Bi-GRU) were compared using
hard and soft voting.

According to simulation results, GRU showed the best accuracy and time efficiency as a function of
simulation time when emotion was recognized using LSTM, Bi-LSTM, GRU, and Bi-GRU techniques in
the proposed CSER. It was confirmed that the time efficiency of GRU increased from a minimum of
15.29% to a maximum of 66.63% for hard voting and a minimum of 29.54% to a maximum of 60.74%
for soft voting. Consequently, simulation results indicated that the GRU technique is the most efficient in
terms of ER over simulation time using hard and soft voting. For further study, we plan to develop an
ensemble CSER model that uses a combination of LSTM, Bi-LSTM, GRU, and Bi-GRU when
recognizing emotions in each chunk of voice signals to increase the accuracy.
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