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Abstract: The mutation is a critical element in determining the proteins’ stability,
becoming a core element in portraying the effects of a drug in the pharmaceutical
industry. Doing wet laboratory tests to provide a better perspective on protein
mutations is expensive and time-intensive since there are so many potential muta-
tions, computational approaches that can reliably anticipate the consequences of
amino acid mutations are critical. This work presents a robust methodology to
analyze and identify the effects of mutation on a single protein structure. Initially,
the context in a collection of words is determined using a knowledge graph for
feature selection purposes. The proposed prediction is based on an easier and sim-
pler logistic regression inferred binary classification technique. This approach can
able to obtain a classification accuracy (AUC) Area Under the Curve of 87%
when randomly validated against experimental energy changes. Moreover, for
each cross-fold validation, the precision, recall, and F-Score are presented. These
results support the validity of our strategy since it performs the vast majority of
prior studies in this domain.

Keywords: Proteins; data science; mutation analysis; random forest; neighbor
proteins; single and double mutations

1 Introduction

The adverse drug reactions are generally the undesired reactions of prescribed medicines, which are
intended to resolve a medical condition. According to a recent survey, adverse drug reactions level up to
nearly 22 percent of trial errors and hence lead to failures [1]. Modern drug discovery processes may not
be successful, provided that they have proven to be resulting in adverse reactions. The problems have
been classified from mild effects to severe weaknesses, and ultimately death. Statistics from Europe say
that nearly 4 percent [2] of the admissions in medical institutions are affected by adverse drug reactions.
The cases in the United States [3] are worse than the European Nation as they account for nearly
1 million fatality rates. It is estimated that the cost spent on drug-related morbidity ranges from USD
500 billion to USD 530 billion [4]. These were the statistics of the year 2016 and it is almost equal to
16% of total expenditure in the whole of the United States. Before testing on human beings, every drug
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undergoes a series of tests over animals, selected volunteers, and selective human cohorts. Any possible
adverse drug reaction will be captured during these tests and hence concluded to be released in the
market. If the drug is showing inadequate or improper outcomes, further research and deployment of the
drug are prohibited. Yet, this series of tests cannot determine the nature of the drug, as the intention of
the drug manufacturer is more inclined toward releasing it and earning money [5]. The number of human
volunteers tested, as an individual or cohort, varies from time to time and is based on the dependency on
the drug. The trials must be conducted over heterogeneous subjects, and in some cases, the time taken for
showing adverse reactions or side effects can take a longer span. Another important case to be considered
is, how a drug would react when combined with other medications. Adverse drug reactions can humans
become a potential danger to mankind and cause irreversible health conditions [6].

These deficiencies and hurdles in the industry demand better models to predict the outcome of drugs and
their side effects. This has opened up a new domain in research where different methods are introduced to
visualize the effects of individual and different combinations of drugs that may eventually lead to potential
and permanent outcomes which are unpredictable [7]. Different computer-aided technologies are brought
together with different models such as data science and machine learning for quicker and more reliable
predictions. There are various methods in data science and machine learning models respectively, to
clean, prepare, repair, and hence deliver a proper data set for the machine learning models for accurate
prediction. This study concentrates on developing a knowledge base based on neighboring parameters
and values obtained from real-life clinical trials registered for events of adverse drug reactions [§]. Since
the information is collected from various sources, all such data will be in an independent format, and thus
it needs to be aligned to a single format.

The information collected from the testing laboratories may not be complete as they will not be having
the possible combinations of different medications. In this case, huge volumes of assisting information are
retired from real-time scenarios where medical institutions, experts, and external laboratories would provide
registered events of adverse drug reactions. Machine learning models [9,10] help understand the potential
side effect when a drug is administered. All side effects may not be predicted during the first run itself,
but different conditions, scenarios, and different sources will have refined the machine learning model to
produce meaningful insights. Since this domain is about a lifesaving application, numerous models have
been proposed and tested. Economical correlation analysis was presented to project the different physical-
chemical properties and how they are related to the target proteins. The structure of a protein is registered
before the administration of a drug [11], and after the drug has started its effects. The correlation and
difference noted between the initial and eventual changes of protein property helped us to visualize the
effects of the drug.

Predominant methods in machine learning and data science models have included convolutional neural
networks to monitor the characteristics of proteins and their changes over time for different drugs and
combinations. The drugs were later categorized based on varying substructures, encoded in the form of
feature matrices or vectors and a Logistic regression model was introduced for training and predictions.
The communication happening between different proteins, different drugs, proteins, and drugs was
analyzed by a deep learning model [12,13], carefully segmented into an encoder and decoder. This
network was built as a heterogeneous network under a deep learning framework. The encoder will be
responsible for delivering a feature matrix that exhibits the relationship [14] between drugs and proteins.
This encoded matrix was processed as an input in the next layer for embedding purposes. Various studies
also integrated newly defined classifiers into unconventional machine learning models. The method
employed was a classification purposed model and these models included a different approach for
vectorizing the input characteristics of drugs and proteins. The relationship between drugs and proteins
was not considered during the feature matrix construction like the previous approaches [15]. The
shortcoming of these models was the elimination of potential information which was important for
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classification purposes. From the above information, no one has done this work using the proposed method of
classification. Hence the work focuses on the prediction of single and multiple mutations using the efficient
Logistic regression technique implied with the binary classification.

The contribution of this work is to construct a knowledge graph, as a significant model in data science
applications, along with the embedding methodology has proven to be a notable model for finding out the
association between drugs, proteins, and their combinations. The relationships of drug-drug, protein-
protein, and drug-protein can easily be computed into two vector forms in this model of knowledge
graphs [16]. The four primary parameters of knowledge graphs were considered to be drug, indication,
reaction and target protein. The process of neighboring matrix construction defined the processes of a
classifier which almost resembled a Logistic regression classifier and hence was implemented for
predictions of adverse drug reactions. A multi-label classification model was proposed as an extension of
the knowledge graph and to accommodate data from different data sources. When the number of
iterations is increased, the AUC improves. During the knowledge graph creation, the maximum area
under the curve was discovered at 2500 iterations. The proposed model’s ideal parameters would be
about 2500 to 3000 iterations with a vector size of approximately 1000. The proposed knowledge graph
with different strategies for cleaning and preparing the data, and processes them in a predictive model for
delivering meaningful insights.

The following is an overview of the work. Section 1 explains a brief introduction to the work, Section 2
explains an exhaustive review of the work and its current technique, Section 3 illustrates the proposed work
and its methodology, Section 4 provides findings and discusses related work, and Section 5 discusses the
conclusion of work.

2 Related Works

The effects of drugs are usually measured by variations in protein stability and how they are mutated
after the drug is administered [17]. These effects are monitored during the wet lab experimentations, and
they are deemed to be the best source of detecting adverse drug reactions. To build a model for
predictions of adverse drug reactions, various machine learning techniques have to be incorporated into a
particular object, in this case, the object is considered to be a protein [18]. Various unique features are
present in a drug and proteins, which will be varied according to the drug’s action. It is the responsibility
of any data science or machine learning model to discriminate different features suitable for the research.
Proper feature engineering applied through data science approaches can help us yield better categories
and classes of data and features. Hence applying relevant methods for reducing a regression problem.

The process of feature engineering is responsible for the overall accuracy of the model. The general
strategies of identifying adverse drug reactions can be classified into one of three types which have their
unique way of measuring the adverse drug reaction [19]. In the first category, the chemical structure of
drugs is more concentrated than the protein structure. The second method of operations deals with the
vitro characteristic of proteins and drugs and how they bind with each other are taken as important
parameters. The third approach composes different data sets together, obtained from chemical, biological
and phenotype characteristics, and hence combine them for better efficiency and accuracy. Based on
individual characteristics of proteins and drugs, adverse drug reactions can be predicted in some cases
and cannot be predicted in certain cases. There are various classifiers involved in different machine
learning models to extract relevant features and changes observed in the molecular structure of proteins
and drugs. Side Effect Resource (SIDER) and PubMed [20-22] are furnished with necessary data sets for
the studies and in some cases, they are collected directly from medical institutions.

As far as data science models are concerned, feature extraction and representation are the core
functionalities expected from the machine learning models used for predictions. The different characteristics
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of adverse drug reactions are listed with relevance to the methodology used in the data science model. When the
drugs are considered, their biological characteristics will affect the target proteins, enzymes in the body and
transporters which are used to carry the drugs to two different organs. Various researches have been proposed
to analyze the interactions between different proteins, how the networks of gene ontology are structured and
annotated [23], and finally how a drug acts upon a particular protein in a body. Different gene ontology has
been combined to who composed common expressways of networks for transferring drugs inside the body.

The biological features were also computed into epilepsy-based networks and the neuron architecture
was analyzed based on activities. Observed activities are later converted into Wave formats [24] and a
two-dimensional image. A method named antithesis chemical protein interaction was proposed to
overcome the difficulties of previous biological-based prediction models in data science. Various other
studies in adverse drug reaction prediction models concentrate on the chemical feature specifically. The
drug, its molecules, and its relevant chemical properties are investigated in a chemical space known as a
preclinical safety Pharmacology laboratory for predicting adverse drug reactions. Different systems
analyze the structure, their respective activities over the proteins and how they are related to the central
nervous system, kidneys, liver and other significant organs inside our body [25,26]. Various side effects
were measured based on this relationship and similarity between one drug and another. The drugs are
broken down into their sub-molecular levels for a detailed analysis of the relationship between drugs and
adverse drug reactions. This methodology enabled the researches to provide a detailed set of drugs along
with their side effects. In the next course of action, the phenotypic characteristics of similar drugs resulted
in similar adverse reactions in different patients and for different diseases.

Later, convolutional neural networks were implemented to extract the phenotypic and chemical
properties of drugs and proteins where the models were concentrated on the interactions between
distributed drugs. For every individual drug, a specific encoder [27] has been designed and deployed
followed by stitching of all the encoders together to understand how a deeply stacked heterogeneous
network contributes towards identifying the semantic type. The different layers are connected to produce
an overall Network and are finally used for adverse drug reaction prediction. Auto Dock [28] is one of
the standard software along with SAS used for preparing the data sets and analyzing the information and
structures. A Logistic regression classifier was used in the data science model to predict the adverse
reaction based on substructures and vectorized drugs.

The conventional machine learning models have suitably classified the drug reactions based on these
vectors. The performance of the model can usually be affected when the number of characteristics
considered in an application is changed. Association between different drugs when combined shows a huge
variance in terms of the reactions and the target proteins. Knowledge graph models are proven to be a
suitable model for displaying different entities and their relationships [29], irrespective of the complexity.
Having formulated the drugs and proteins as different nodes in a network, it is significant to identify the
characteristics of drugs and proteins when a knowledge graph is implemented. There are four potential
elements in a knowledge graph the drug, its indication, the target protein and the adverse drug reaction.

These characteristics are analyzed based on the neighboring matrix followed by the factorization process [30].
A Logistic regression classifier is found to be a suitable classifier from the reviewed articles [31-33], despite the
number of combinations of drugs, data sets and any other modalities. A predictive model used the knowledge
graph approach word combined to deliver a unified approach to adverse drug reaction prediction [34-36].
From the reviewed articles, it is evident that a knowledge graph model is fruitful in deriving probable Side
Effects for different drugs. Using a neighboring characteristic model, the proposed approach annotates four
potential characteristics and their relationships [37—40]. The complex characteristics and relationships are
further embedded into a knowledge graph based on drugs, results, target proteins and side effects. This
knowledge graph is later converted into a multidimensional vector for predicting the adverse drug reaction.
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2.1 Machine Learning Techniques

Support vector regression, random forests, and deep neural networks are the three primary machine
learning algorithms used in this study for comparison with the proposed method.

2.1.1 Support Vector Regression

Support Vector Machines (SVMs) are machine learning techniques that work well in situations with a lot
of features and few training sets. SVMs are commonly utilized for classification, but it is also used for
regression. Support Vector Regression (SVR) is a term used to describe this [41]. The SVM is trained to
reduce normalized empirical risk to compromise between predicting data trends while avoiding overfitting
noise. SVR is a linear approach by default, however, non-linear relationships may be described using a
kernel, which indirectly non-linearly translates the characteristics into a feature space. SVMs are
commonly employed in machine learning for classification issues. Reference [42] Grid search and 10-fold
cross-evaluation on the combination of the learning and development sets were used to fine-tune SVR
parameters.

2.1.2 Random Forests

Random Forests (RFs) group models that aggregate the findings of several decision trees into a single
model. A decision tree is a basic machine learning model that uses a tree structure to translate inputs to
predictions, with each node asking a question about a feature. It is used for regression or classification.
For each node, splitting criteria such as information gain or the Gini impurity index is used to train the
trees. A random forest ensemble uses averaging to increase prediction accuracy and minimize model
variance by combining various decision trees that have been several samples associated with the training
dataset used to train [43]. On the combination of the learning and development datasets, a random forest
structure was used with 10-fold cross-validation over a set of hyper-parameters. Here, utilized bagging as
a resampling approach. Whenever the trees are adjusted to 500 as well as the number of parameters
examined for each division is fixed to 22, then the best optimum model is obtained.

2.1.3 Deep Neural Network

A Deep Neural Network (DNN) provides efficiency in a variety of machine learning and artificial
intelligence scenarios. DNNs offer substantial benefits in feature extraction at multiple levels of
complexity, hence learning process is more complicated as compared to conventional machine learning
methods. To efficiently retrieve data input aspects, DNNs calculate their system parameters in the forward
phase and then continuously modify them through back propagation [44] DNNs perform alternative
approaches in applications including machine vision, computational linguistics, translation software, voice
recognition, genomics, statistical trading, and auto-driving cars because of these benefits. A multilayer
perceptron network comprises just two parametric layers: a hidden layer and an output layer. It is also
known as an artificial neural network. The hidden layers ranged from 1 to 4, the number of hidden units
per layer ranged from 10 to 100, the training error used in training ranged from 0.001 to 0.1, the range
about which weight values were uniformly derived, and the number of information points used for each
gradient calculation is among the hyper-parameters [45].

3 Proposed Prediction of Single and Multiple Mutation Methodology

Fig. 1 show the workflow of the proposed work. Each block explains elaborately in the following
sections.
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Figure 1: Workflow of the proposed method to predict the single and multiple mutant proteins

3.1 Datasets

From the data sets taken, the data has been classified into one of four types name drug chemical, target
protein, side effects and symptoms. Every drug will have three types of actions, either being the side effect or
changes in the target protein, or an indication. The characteristics of the drug are validated by the effects of
indications, structural changes over the protein or the resultant side effects. The standard data set is retrieved
from the Drug Bank which has stored the target proteins and Anatomical characteristics [35,36] of the
chemicals used in the drug combinations. This data set is an open-source and readily available database
for drugs with the required information such as pharmacology, toxicology and overall chemical
properties. There are around 13450 drugs that are approved in form of proteins, peptides, allergenic
medications, and vaccines, where almost half of it is experimental. All these drugs are assigned with a
unique ID and their equivalent parameters are identified with their unique IDs respectively. Another
database was included to extract the information about their indications and side effects respectively.
SIDER is another standard and open data set where different drug manuals are encoded to adhere to the
medical dictionary of regulatory affairs [37]. This is a standard Dictionary for all medical-related drugs
and also holds information about adverse drug reactions. It is estimated that nearly 5800 drugs are formed
to have adverse drug reactions and nearly 14000 drugs were found to have side effects when combined
with other drugs [38].

3.2 Feature Engineering

A standard method used for natural Language Processing is known as Word2 Vec where different bags of
words are brought into a common context to eliminate the dependency on sparseness problems. Details of the
words found in different sentences are grouped based on context and word vectors are derived from the bags
of words [39]. Skip-gram architectures and a continuous bag of words are the common algorithms that are
used for deriving the context in a group of words. The context words are identified based on the relationship
between one word and another and this can be used in a small data set without any dependencies and
problems. On the other hand, when two or more data sets are combined, a matrix of words is formed and
hence the skip-gram architecture for a bag of words would find it difficult for training the model built-in
data science applications [40]. The word vectors are formed from different sentences based on context
information and considering a neighborhood factor. It is understood that some words cannot be present in
a specific combination with other words. This understanding can further be elaborated into concepts for
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syntactical and semantic analysis. In terms of a knowledge graph, every sentence can be classified into
subject-predicate and object based on the presence of specific words. Based on this, the adverse drug
reaction can be derived by a triple word syntax namely drugl, drug2, side effect, or drugl, side effect 1
and side effect 2. These three syntactical analyze will deliver how a drug may result in different Side
Effects for how different combinations of drugs will result in one side effect. The model depicted in Figs.
2 and 3 illustrates the approaches in the proposed model. In feature extraction which is translating
primary data into numerical elements that may be handled while keeping the information in the original
data set. By using preprocessing, before using machine learning or data mining methods, make sure the
original data is of good quality. These quality data are then sent into a classifier, which is a machine-
learning system that assigns a class label to information. Finally, feature selection is used for limiting the
input parameter into useful data and eliminating noise. The following functions (Eqs. (1) and (2))
illustrate the relationship between the knowledge graph construction methods.

f (x!x!) = softmax classifier ((x}x}).Wordl.WordZ) 1)

L)

Loss = — Zlog(p(x}x})) (2)

Feature Data Classifier Feature
extraction preprocessing selection selection

Figure 3: Model of the proposed architecture

From the derived functions, the terms xllle indicate that they are a simple instance of the overall model.

They indicate the vectorized formats of words adhering to other elements of subject, predicate and objects.
Different dimensions are referred to as word 1 and word 2 to indicate the Matrix information of the vector
words. The dimension of the input matrix is considered to be of N dimensions. The correspondence of one
vector to another is indicated by the following Fig. 4. Different vector matrices are considered in different
scenarios based on original vector words and relationships between one word and other. The number of
duplicates is removed from the matrix and preceded by the construction of an N-dimensional matrix. The
probability of different combinations of words is represented by Eq. (1) and the combinations of two
different words are represented by Eq. (2). Any approach offers a machine learning model minimal loss
function which is explained by function 2. The number of relationships between different drugs is
concentrated in form of nodes and hence can be derived into a knowledge graph.
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Figure 4: Layers of the proposed model for the formation of bags of words based on context

Based on the combinations of different drugs, corresponding chemical properties and protein structures,
predicting an adverse reaction is furnished based on the relationship between drugs and side effects. This
relationship is defined as an entity-to-entity association.

3.3 Prediction Modelling

The entire model is derived into a prediction-based approach using a binary classification technique.
Every drug will be evaluated based on 0 or 1, 0 indicating has no side effects and 1 indicating a side
effect. This is the outcome of the binary classification technique. A Logistic regression technique is
implied with the binary classification according to Fig. 3. From the survey of the literature, it is evident
that Logistic regression is the most fundamental and core technique for any classification approach.
This is comparatively easier and simpler to estimate the relationship between one entity and another.
Every drug {i;,is,...1,} is evaluated for its association between corresponding adverse drug reaction ADR
{i1,lp,...15}. The outcome of the Logistic regression model will deliver 0 or 1 based on the relationship
between a drug and adverse drug reaction. Another loss function is introduced for reducing the model
parameters when the data set is fed into the training model. In this Eq. (3), x indicates the sample of the
drug and y indicates the classifier output where x is also the difference between drug vector and adverse
drug reaction in its corresponding combination. The total number of samples is indicated by n.

Sample (dr, adr) = % Z'f()/z log[yi] + [1 — yiJlog[1 — ¥]) 3)

Since the proposed model implements the classic approach of Word2Vec, there are two important
parameters namely the number of iterations and the size of the entity vector dimensions. Every model
will be trained for some iterations based on the given size of entity vectors. When the number of
iterations increases, the performance and accuracy of the model are significantly increased. Various
combinations of drugs and their side effects can easily be identified when the number of iterations is
increased with different modalities. The feature extraction processes contemplated the model of
neighborhood parameters based on the subject, predicate and object analysis for encoding the information
of different entities. The minimum count of nodes to be manipulated was set to 1 when the Word2Vec
model was applied, to highlight the requirement of at least one drug to find out adverse drug reactions.
To understand the logic behind neighborhood characteristics, we should understand that the length of the
sentence is set to a maximum of three. Gensim, a package in Python, is the package implemented for
achieving the embedding essentials of knowledge graph construction. As previously said, a Logistic
regression with a binary classifier is implemented for L2 regularization and the loss function is
implemented to analyze the stochastic gradients. The minimum number of iterations was set to 6000 and
the maximum was to 12000 iterations. The data analysis was performed using SAS tools which are
considered to be a sophisticated tool for data science and Analytics. Various libraries of python sci-kit
learn were implemented for portraying the results of logistic regression.

The proposed model is evaluated based on the latest data set and this is compared against the
performance of other related models discussed in the literature survey. From the obtained database, nearly
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3600 drugs and 4200 targets were obtained and matched with the indications available in SIDER in the data
set. The classifier has been modeled to legal the indication of every drug since the indication cannot be
deemed as a side effect. Every drug will be matched to its respective indication, otherwise to a side
effect. When two different drugs are combined, two resultant indications will be sensed or 1 side effect
may be realized. This can be considered as a negative sample of the given binary classifier, and from the
overall results, it is observed that nearly 12% of a total number of drugs can be deemed to be a negative
classifier. The entire data set is split into random segments with an equal number of side effects causing
drugs and negative classifying drugs. The divided segments of the data set are used for testing the model
and for training the classifier and knowledge graph construction, different segments of the data sets are
being used.

4 Results and Discussions

Any data science or machine learning model has to be evaluated based on the prediction accuracy, time
is taken for predictions, and overall performance. The area under the receiver operating characteristic curve
commonly known as AUC (Area Under the Curve) is the standard parameter for illustrating the performance
of classification accuracy. Receiver operating characteristic, known as ROC, is derived by the ratio of false-
positive rates over the true positive rates, under different scenarios, input conditions, cross-fold validations
and different classifications. False positives are considered to be the number of wrong predictions over the
total number of positive samples. True positive (TP) is a measure of the right prediction of the right samples
and both true positive and False positive (FP) will derive the overall performance of the prediction model.
The standard equations of precision, recall and f score are measured using the following Eqs. (4)—(6).

Precision = TP/TP + FP 4)
Recall = TP/TP + FN (5)
F—Score = 2 x Precision x Recall/Precision + Recall 6)

The split data set has been considered as training and testing data set with 80% and 20% respectively.
The adverse drug reaction prediction model based on neighborhood and binary classifier is implemented for
constructing the knowledge graph. Different entities available in the two data sets are combined and derive an
enhanced version of encoded information about drugs, indications, target proteins, and side effects shown in
Tab. 1. Since these two data sets already consisted of the side effects, the binary classifier can be directly
implemented to predict if there is a side effect or not. Different sizes of entity vectors are considered and
the area under the curve for the proposed model is shown in Fig. 5.

Table 1: Knowledge graph construction—entities and relationship parameters

Entities in the dataset =~ Drugs in the dataset

Drug 3632 NA
Side effect 5589 126791
Target protein 4298 13851
Indication 2598 13597

Total 12473 154239
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Figure 5: Knowledge graphs embedding process

The dataset consisted of 1600 training data and 1600 testing data respectively, from the results shown
above, it is evident that the proposed model has achieved an 87 percentage and the overall mean was 87%.
The precision, recall and F-Score obtained for different cross-fold validations are displayed in Tab. 2 and
from those results, it is clear that the proposed technique has delivered standard performance across
different combinations of training and testing datasets. Fig. 6 depicts how the AUC has improved when
the number of iterations has increased. General practice in machine learning and data science applications
is that every model will be trained before it is deployed into its actual situation. In this case, the proposed
model has been trained sequentially while the drug and side effect information was encoded into its
proper standards after being retrieved from the data sets. Once this vectorized information has been
passed on into the model, the Logistic regression model will start acting to determine the association
between one drug, two drugs, and its corresponding side effects. Unlike other models, the proposed
model has included various adverse drug reactions and the chemical properties of different rocks are
considered an important parameter for this proposed methodology.

Table 2: Performance comparison of proposed binary classification techniques with existing methods

Performance parameter SVR RF DNN Proposed BC
Precision 0.55 0.76 0.64 0.88

Recall 0.75 0.81 0.74 0.9

F-score 0.59 0.78 0.65 0.89

AUC 78 82 0.67 87

The different sizes of the entity vectors impacted the performance of AUC. The proposed prediction

model has shown remarkable variations based on the number of iterations, with increased iterations the
performance of the model has increased as well. This gradual steep in the production quality is found to
slow down after some 80 iterations. This demonstrates that the knowledge graph construction based on
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the information cannot be dependent on the factorization of entities and nodes. From these results, graphing
of the knowledge, and embedding the information based on the association between drugs, proteins,
indications and side effects are proven to be successful. From the demonstrated results it is also evident
that the performance of the classifier, binary classifier, in this case, has shown significant accuracy to
changes in the vector size. The area under the curve was found to be the maximum at 2500 iterations
during the knowledge graph construction. The optimal parameters for the proposed model would be
around 2500 to 3000 iterations and the size of vectors should be around 1000.

097 I Tters=2500

S

< . .
size=30 — 5ize=500
size=50 — §ize=600
size=80 m— 5ize=700
size=100 =— s5ize=800
size=200 m— 5ize=900
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T T T T T T T T T T T T T T T T
DR N N N N N R N N N N
AR TIPS

Number of Iterations

Figure 6: Different vector dimensions and iterations

SVR-Support Vector Regression, RF-Random Forest, DNN-Deep Neural Network, and BC-Binary
Classification as demonstrated in Tab. 2, the BC technique produced the best results, resulting in a higher
AUC value, which improved the model’s performance. Furthermore, Precision, Recall, and F-score are
calculated separately and compared to current approaches. The DNN is the least effective of the
approaches. DNNs are best suited to issues that need a large number of training sets. Tab. 3 compares set
performance to help understand the DNN’s weak generalization. The BC, on the other hand, can suit the
training set very closely while still generalizing effectively to the test set. Fig. 7 shown the performance
analysis of the proposed method with existing techniques.

Table 3: Test dataset for single mutant and multiple mutant

S1. no Measurement Single mutants Multiple (double) mutants

SVR RF DNN BC SVR RF DNN BC

Sample 1 RMSE 1.55 1.36 1.69 1.32 1.64 1.45 1.76 1.40
R 0.6 0.74 0.56 0.76 0.63 0.79 0.6 0.8

Sample 2 RMSE 1.54 1.34 1.65 1.32 1.65 1.43 1.75 1.41
R 0.6 0.79 0.56 0.8 0.62 0.79 0.61 0.81

Sample 3 RMSE 1.55 1.35 1.64 1.31 1.62 1.44 1.75 1.40

R 0.62 0.8 0.55 0.81 0.63 0.8 0.61 0.82
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Figure 7: Performance analysis of proposed method with existing techniques

Two metrics were used to assess the prediction accuracy of the test dataset: the Root Mean Square Error
(RMSE) and the Pearson correlation coefficient (R). By creating lower RMSE and a greater correlation, the
BC technique produced the best results. Overall, the multiple (double) mutant data outperforms the single
mutant data shown in Figs. 8a and 8b. The single mutation has the strongest correlation (0.81). Finally,
when sample 3 was utilized, BC produced the greatest correlation (0.82) for double mutations.
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Figure 8: Test data set predicted vs. change to the free energy of unfolding actual for single and multiple
mutants

5 Conclusion

This work contemplates a new method of encoding information obtained from different data sets such as
Drug Bank and SIDER, transforming them into entities and nodes. The knowledge graph is then built to
represent various drugs and their drug reactions. A binary classifier was used to determine the benefits of
each drug’s adverse responses under various scenarios. This model was applied with a Logistic regression
and a binary classification technique to identify whether the drugs are composed in terms of chemical
composition, combination with different drugs, variations shown on protein structures and finally whether
the drug is showing positive indication for a negative adverse drug reaction. The causal relationship
between drugs and proteins is carefully depicted with the help of encoded information and knowledge
embedding techniques. The proposed adverse drug reaction prediction model has proven to show
significant results when compared to other similar data science and machine learning applications. The
work demonstrates that the proposed approach is accurate and has a low root mean squared error
(RMSE). This method may be expanded to include a variety of medicines and target proteins, resulting in
a unified ADR prediction model.
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