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Abstract: In the medical field, the classification and analysis of blood samples
has always been arduous work. In the previous work of this task, manual
classification maneuvers have been used, which are time consuming and
laborious. The conventional blood image classification research is mainly
focused on the microscopic cell image classification, while the macroscopic
reagent processing blood coagulation image classification research is still
blank. These blood samples processed with reagents often show some inherent
shape characteristics, such as coagulation, attachment, discretization and so
on. The shape characteristics of these blood samples also make it possible for
us to recognize their classification through computer vision algorithms. Blood
sample classification focuses on the texture and shape of the picture. HOG
feature is a kind of feature descriptor used for object detection in computer
vision and image processing. It can better extract the outline and texture
features of the image by calculating and counting the histogram of oriented
gradient of the local region of the image. Because the medical machines that
need to identify and classify blood samples often lack strong calculation
power, the current popular machine-learning classification algorithms cannot
play a good role in these machines. In addition, the characteristics of blood
samples produced by different types of reagents and processing methods are
different, and it is difficult to obtain real samples, so the amount of data that
can be used for training is small. Combining the above conditions and the
experimental comparison of a variety of classification algorithms, we find that
the lightweight SVM model has a better performance on this problem, and the
combination of HOG and SVM has also been widely used in other research.
The experiment demonstrated that the classification algorithm based on SVM
and HOG can give a good result of both performance and accuracy in the
classification of blood samples problem.
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1 Introduction

With the gradual rise of the medical industry, the classification and identification of blood samples
applied to more and more scenes, which is heavy work for doctors and nurses. In recent years,
there are a lot of applications of artificial intelligence in the medical field, and the classification and
identification of blood samples is a more suitable scene for the application of image classification
algorithm. The intelligent classification and identification of blood samples includes the basic noise
reduction of the image to eliminate the images of poor quality or that do not meet the identification
conditions, to ensure the accuracy of the identification results and the safety in practical application.
And then we need image embedding. The graphic data is transformed into vector data that can be
calculated by computer. These data are used for classification model training. You can get the category
of the embedded graphics vector by inputting it into the model. It should be noted that in the medical
scene, the accuracy of the output results must reach a high value, in order to fully ensure the security. In
addition, because the standards of medical devices are often not unified, the forms of images obtained
from them are not the same, and there are some differences in size and resolution, and different image
sizes will lead to slightly different extracted features. Therefore, it is necessary to normalize the forms
of data derived from various medical devices in order to approach the most appropriate form. Over the
years, a variety of image classification methods have emerged, such as k-Nearest Neighbors (KNN)[1],
Support Vector Machines (SVM) [2], Back Propagation Neural Networks (BPNN) [3], Convolutional
Neural Networks (CNN) [4] and Transfer Learning [5]. Most of the methods have certain requirements
in the amount of data and image accuracy, and the efficiency differences between methods are also
very different. Because the characteristics of blood samples for different purposes are different, and
it is difficult to obtain these real samples, the amount of data of blood samples that can be used for
training is limited, so some algorithms that need a lot of data to fit are not applicable to this problem.
In the process of consulting literature, we find that there is a certain extent similarity between the
recognition of pedestrians and vehicles and the recognition of blood samples, and it is necessary to
compare and calculate the local contours of the image. In pedestrian and vehicle recognition, HOG
features are generally used to describe the gradient and edge directional density distribution of local
targets. By dividing the target into small connected cell units, the gradient or edge direction of each
pixel in the cell unit is collected, and these histograms are combined to form HOG feature descriptors.
Because HOG operates on the local cell unit of the target, it can maintain a good invariance to the
geometric or optical deformation of the image. The different categories of blood samples are often
shown as the combination of coagulation, attachment, discretization and other states. These combined
states have obvious and fixed geometric representation, which can be fully described by HOG features.
We use HOG features to obtain image features, complete image embedding, and use SVM models
to classify and identify images. The rest of this paper is organized as follows. The relevant work is
reviewed in Section 2. Section 3 introduces the algorithm of blood sample recognition, and describes
the experimental results and analysis. Finally, the summary is given in Section 4.

2 Related Work

The process of blood sample classification is mainly divided into two parts: image feature
extraction and image classification, this part will be divided into these two parts to describe.

2.1 Image Feature Extraction
This section will briefly introduce the progress of image feature extraction.
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feature extraction is to convert text, picture, language, video and other data into fixed-size vector
feature representation that the computer can recognize and use, and does not lose the meaning of the
expression, so that the computer can process it. Image feature extraction is a type of feature extraction,
which mainly studies the transformation of image data into computable vectors or other data that can
be used by computers [6].

Generally speaking, according to the abstract level of the feature [7], it can be divided into pixel-
level features, features calculated on each pixel, such as position and color; local features, in image
segmentation or edge inspection, the features calculated according to the results of local subdivision
of the image; global features, calculate the features of the whole image or only the regular partition
of the image. In addition, all features can be roughly divided into low-level features and high-level
features, low-level features can be extracted directly from the original image, while high-level features
must be based on low-level features.

The three basic features of the low-level feature image are color, texture and shape. Color features
are defined according to a specific color space or model, and they are most widely used in image
retrieval. They have the advantages of insensitive to scaling and rotation [§], simple implementation,
simple calculation and low storage requirements. At present, a variety of color features of traditional
Chinese medicine have been proposed, including color histogram [9], color matrix [10], color coherence
vector [11] and color correlation graph [12], among which the color correlation vector is one of
the simple and effective color features. Texture feature is a very useful descriptor for most images,
and it is widely used in image classification and recognition. At present, a large number of texture
feature extraction techniques have been proposed, which can be divided into spatial texture feature
extraction method and spectral texture feature extraction method according to the different fields of
texture features. The former extracts texture features by calculating pixel statistics or finding local
pixel structures in the original image domain, while the latter transforms the image to the frequency
domain, and then calculates the features in the transformed image. The technology of shape feature
extraction can be divided into region-based method and contour-based method [13]. The region-based
method uses the entire region of the object to describe the shape, while the contour-based method uses
only the information that exists in the boundaries of the object shape.

In reference [14], Tsai and Lin compare the combinations of various feature representation
methods, including global features, local block features and regional features for image database
classification. Finally, it is concluded that the feature representation based on the combination of
block and global is the best. In reference [15], Dalal et al. proposed an image descriptor for human
target detection, which uses gradient direction histogram features to extract the shape information of
the target to form a rich feature set.

2.2 Image Classification
This section briefly introduces the latest developments in image classification and published
works.

Image classification is a complex process affected by many factors. At present, the main methods
of image classification are statistical classification, rule-based classification, neural network classi-
fication, linear classifier and so on. These classification methods have their own advantages and
disadvantages.

Statistical classification methods include unsupervised k-means clustering and fuzzy clustering,
as well as supervised nearest neighbor and Bayesian classifiers [16]. The rule-based classification [17]
method uses a series of rules to analyze features, which are composed of conditional premises and
actions formed according to expert experience. This series of rules can also be divided into three
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categories, namely, decision rules, focus rules and knowledge rules. Decision rules determine which
rules are applied in the analysis process, and focus rules determine which feature information to use
for analysis. Knowledge rules decide which actions to perform for output according to the results of
the above two parts of rules [18].

The SVM model is the most widely used linear classifier. SVM is a powerful and supervised
learning method [19], which has solid statistical basic mathematical support and is widely used in the
fields of regression and classification. It converts the original training data to high-dimensional space,
in which hyperplanes are constructed to perform classification tasks. This hyperplane, also known as
the decision surface, distinguishes two types of planes, and the support vectors are the vector points
searched by support vector machines. These vectors define the decision boundary and give a clear
marginal separation.

After years of development, there have been many improvements and optimizations of support
vector machines, such as twin support vector machines [20], Lagrangian support vector machines [21],
least square support vector machines, decision tree support vector machines, DAG support vector
machines, multi-kernel classification support vector machines.

3 Methods and Experiments

In this section, we first briefly introduce the processing flow of blood sample recognition based
on SVM and HOG, and then introduce the state of the data set, the process of the experiment and the
detailed principle one by one.

The processing flow of the blood sample analysis algorithm based on SVM and HOG is shown
as Fig. 1.
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Figure 1: Image classification algorithm based on SVM and HOG

After reading the image, the size of the input picture needs to be scaled into different proportions to
ensure that the character of the input picture is similar to that of the blood sample picture used during
training and improve the accuracy. The preprocessed image is used to calculate the HOG feature, and
the SVM classifier is used to determine the feature, and the classification result is recorded.
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3.1 Datasets

We collected approximately a thousand processed images of blood samples emerging a variety of
characteristics, and standardized the size of these blood samples to 52x 52 pixels, which were tagged
by professionals according to the degree of condensation and dispersion. Finally, these samples are
divided into five categories, and the sample size of each category is 326,79,55,65 and 420 respectively.
The characteristics of the sample are shown in the following Fig. 2.

™ » . °

Figure 2: Blood sample dataset

In these five categories, we can clearly see the difference in the form of expression between the
first category and the latter four categories. In the actual clinical research, it is necessary to strictly
distinguish between the first category and the latter four categories, while the distinction between the
latter four categories does not need to be too accurate. Therefore, although there are still some data
sets unevenly distributed, but according to the experimental results, it is within the acceptable range.

3.2 Feature Extraction

The distinction of blood sample types mainly depends on blood coagulation, adhesion, dispersion
and other states, so the identification of blood samples is mainly concerned with the local shape and
texture of the picture. HOG is a kind of image descriptor which uses gradient direction histogram to
express graphics and extract shape information of graphics. Commonly used HOG has three kinds of
structures, namely, rectangular HOG, circular HOG and center encircling HOG. This paper uses the
classical rectangular HOG.

The calculation of HOG is divided into four steps: normalization, gradient calculation, construc-
tion of histogram and cell synthesis, as shown in the Fig. 3.
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Figure 3: calculation process of HOG

The main purpose of this step of normalization is to reduce the influence of color on the results.
Because the blood sample recognition mainly focuses on the shape and texture of the picture, and the
blood sample images obtained by different types of equipment may be slightly different in various
color parameters, if these images are quite different from the images in the training set, it will lead to
some deviations, so it is necessary to normalize the input blood sample images with gamma and color.

The gradient calculation part needs to calculate the gradient of the image in the horizontal and
vertical direction, thus calculating the gradient direction of each pixel, which can capture the outline
of the blood sample and some texture information. The concrete calculation of the image gradient
needs to utilize the first-order differential. define a pixel in the image as P (x, y), then the gradient of
P in the horizontal and vertical direction can be obtained by the following formula.

Gx(xay):P(x+1’y)_P(x_1’y) (1)
Gxy)=Pxy+DH-Pxy—-1 2

According to the gradient of the P in the abscissa and ordinate directions, the gradient value of
the pixel and the direction of the gradient can be obtained as follows.

G (7) =/ G.(x,2) + G,(x, )’ 3)
gy (x,)) @)
« (X))

Then the gradient direction histogram is constructed by using the calculated gradient results. In
this part, assuming that the value range of the gradient direction is equally divided into & intervals, we
need to segment the sample image into a series of cell, each cell containing several pixels. These pixels
will be weighted by the gradient amplitude of the point. Finally, they are weighted and accumulated
to the histogram channel in a certain direction, and the N-dimensional eigenvector is obtained.

0 (x,y) = arctan(
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Due to the contrast between the foreground and the background, the range of the gradient
becomes very large, so it is necessary to normalize the intensity of the gradient to further compress
the edge. This requires the synthesis of multiple cell into a large block to form a spatially continuous
interval. Because these blocks overlap each other, each cell can act on the final descriptor many times.
Finally, all the block vectors are integrated to form a one-dimensional vector to represent the original
blood sample.

3.3 Support Vector Machine

There are two reasons for choosing SVM as the classifier. First of all, the characteristics of blood
samples obtained by different kinds of reagents and processing methods are different, and it is difficult
to obtain real sample images, so the number of samples in the test set is often small, and the SVM model
is a classifier that can also play a good role in small samples. Secondly, the combined application of
SVM and HOG is a scheme verified by many other researches [22,23].

SVM is a linear classifier with minimum empirical error. The traditional SVM model is a two-
classification method, which can use K (x, y) to indicate that the feature vector x and the label y, b is
bais and z is the support vector, then the decision function of SVM can show as follows.

f(x) = sign (wgx + b) (5)

w= Zn: az; (6)
i=1

Through the combination of multiple SVM models, we can also achieve the purpose of multi-
classification. There are three main combination ideas of multi-classification SVM model. One-vs.-all,
the objective function category is taken as positive samples and the other samples as negative samples
at one time to train n svm. Because the training set is 1:N, there is a large bias, which is not practical.
One-vs.-one, if a svm model is trained between any two types of samples during training, then two
svm models will be obtained (n—1)*n/2 svms from n categories. When classifying a location sample,
the voting method is used to determine which category it belongs to. This method needs to train a
large number of SVM when there are many categories, and the computational cost is relatively high.
Hierarchical support vector machine classifies all categories into two subclasses, and further divides
subclasses into subclasses until separate subclasses appear.

3.4 Experiments and Results

In order to objectively evaluate the performance of blood sample recognition algorithms based on
SVM and HOG, this paper also compares the performance of two other commonly used classification
models.

The main parameters that have great influence on the results in HOG are block size bsz, block
stride bstd, cell size csz and direction number nbins. These four parameters with the image size picsz
need to meet the conditions (picsz — bsz) % bstd == 0 and bsz % csz == 0. Select some parameters
that satisfy the conditions, and use SVM as a classifier to observe the final classification effect. For
52x52 images, the best parameters are shown as follows, block size is 24, block stride is 7, cell size is
8 and the amount of directions is 9. At this time, each block contains 9 cells, which can get the vector
with the size of 81, while the 52x 52 can get 25 blocks from the picture, and finally get a vector with a
length of 2025 to represent the picture.

In comparison between the SVM model and other classification models. The first is a more
lightweight KNN algorithm than SVM. The core of this algorithm is to use the categories of K
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most adjacent samples in the feature space to determine the category of target samples. When making
category decisions, KNN is only related to a very small number of adjacent samples. The other is the
neural network classification method. We choose the classical Deep Residual Network(ResNet) image
classification network structure. This method realizes residual learning to solve the problem that depth
CNN model is difficult to train.

We use 80% of the blood samples in the dataset to train the above three models, and then use the
remaining 20% of the samples to test the fitted model. Under the comparison of different indicators,
the performance of the three models is as Fig. 4.
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Figure 4: The performance of three models on separate classes

In the figure above, we show the performance of the KNN, SVM and CNN models in each class
of the blood sample. The upper left picture shows the performance of the three models on the accuracy
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metric, the upper right picture shows the performance of the three models on the precision metric, the
lower left picture shows the performance of the three models on the recall metric, and the lower right
picture shows the performance of the three models on the F1-measure metric. It can be observed that
the SVM method performs well in each category. Due to the limitation of the number of samples, 2,
3 and 4 have a certain gap compared with the 1 and 5 with a large number of samples, but they are
still in the range of acceptance. Although CNN plays a good role in classification in many studies,
because its network structure naturally requires a large amount of data to get a good fitting effect, the
application effect in the scene of blood sample recognition is not good, and even the performance in
some categories is not as good as the lighter KNN model. The identification of KNN is carried out
by the categories of neighboring objects, while the characteristics of blood samples are combined by
coagulation, attachment, discretization and other states, and there may be a large number of similar
characters among some categories, which make the positions of these categories similar in the feature
space. Therefore, although the amount of calculation of KINN model is less, it can adapt to the working
environment of medical instruments, but the effect is not ideal.

In addition to the classification of each category, the overall performance of the model is also a
concern, as shown in the Tab. 1.

Table 1: The overall performance of the three models

Methods KNN SVM CNN

Accuracy 86.17% 93.62% 85.11%
Micro-average 73.82% 86.13% 71.74%
Micro-weighted 86.26% 93.35% 85.69%

The above three indicators are the evaluation of the overall performance of the model. Accuracy
does not pay attention to the classification of subcategories, but is obtained by comparing the number
of all classified correct samples with the total samples. Micro-average is suitable for scenarios where
the classification of each subclass is equally important, and it is the arithmetic average of the F1 index
of the classification result of each subclass. Micro-weighted considers the unbalanced distribution of
samples, which is the weighted average of F1 index of the classification results of each subclass, and
its weight is the ratio of this kind of sample to the total samples. It can also be observed that the
combination of SVM and HOG can play a better effect in the task of blood sample classification.

As mentioned in the 3.1 section, in the actual clinical research, the distinction between category
1 and other categories is the most concerned. At this time, the problem of blood sample classification
will be simplified to a two-classification problem. The performance of the three models under this
classification form are given in Tab. 2.
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Table 2: The performance of the model in the form of two-classification

Methods KNN SVM CNN

Accuracy 86.17% 93.62% 85.11%
Micro-average 73.82% 86.13% 71.74%
Micro-weighted 86.26% 93.35% 85.69%

Through Tab. 2, it is obvious that the combination of SVM and HOG play a more prominent role
in the classification of blood samples in the form of two-classification

4 Conclusion

It is very difficult to obtain real sample images in the medical field. The total number of samples is
small, so that the number of samples of all categories is not very sufficient, downsampling, resampling
and other methods will have a great impact on the whole data set. Can’t be used. Consequently,
the uneven distribution of samples is an urgent problem to be solved in optimizing the classification
algorithm of blood samples.

The classification algorithm based on SVM and HOG in this paper has achieved good classifica-
tion results, which indicates that this method has played a good effect in solving the problem of blood
sample recognition and classification, but there are still aspects worthy of improvement. There is still
room for improvement in the accuracy of classification, and only when a higher effect is achieved in
the accuracy of classification, can it be effectively applied in the medical field. In addition, although
SVM is a learning algorithm based on mathematical principles, it is still a black box model in essence,
and its inherent classification logic is hard to explain. This method will be used in the medical field
in the future, and highly interpretable technologies are frequently accepted in this field. In the future,
further hints will be made on the interpretability of the classification method.
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