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Abstract: In order to apply the deep learning to the stereo image quality
evaluation, two problems need to be solved: The first one is that we have
a bit of training samples, another is how to input the dimensional image’s
left view or right view. In this paper, we transfer the 2D image quality
evaluation model to the stereo image quality evaluation, and this method
solves the first problem; use the method of principal component analysis is
used to fuse the left and right views into an input image in order to solve
the second problem. At the same time, the input image is preprocessed by
phase congruency transformation, which further improves the performance of
the algorithm. The structure of the deep convolution neural network consists
of four convolution layers and three maximum pooling layers and two fully
connected layers. The experimental results on LIVE3D image database show
that the prediction quality score of the model is in good agreement with the
subjective evaluation value.

Keywords: No-reference; stereo image quality assessment; convolution neural
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1 Introduction

In 2009, the release of 3D movie Avatar brought a wave of movie watching across the world,
creating a new record in the history of movie taking USD28 billion at the box-office globally, which
amazed the world, according to the statistics of Motion Picture Association of America, 3D movie
mushroomed by 50% each year, currently, more than half of movies provide 3D copies. Starting 2010,
3D of several brands had been launched in the mainland China in succession. On 1st January 2012,
CCTV cooperated with many television sets in our country, jointly rolling out the first 3D trial channel
of China. The reason why the 3D picture and video are so popular is mainly because the production
of 3D videos applies the principle that the parallax angle that people use two eyes to observe objects
can tell the distance, then stereoscopic vision is generated, which makes the audiences have the feelings
that they are in the scene personally. Recently, 3D technology has been the foundation of innovation
and new vantage point of product design, manufacture, management, marketing, consumption, and
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so on, 3D three-dimensional picture and video technique have been the trendy research field, among
them include quality assessment of 3D image.

The algorithm of three-dimensional image quality assessment can be divided into three types
according to degree of dependence that distorted image to original image: Full Reference (FR),
Reduced Reference (RR) and No Reference (NR) image quality assessment. Some image quality
database and subjective mean opinion score (MOS) are republished in accordance with a serial of
suggestions of video quality expert group [1], meanwhile, the image evaluation methods based on
various effective models are brought out. In the past, peak signal to noise ratio (PRNR) was deemed as
the best image quality assessment method before structural similarity (SSIM) [2] was emerged, on the
assumption that human visual perception system is easy to extract structure information of image, the
document [3] verify SSIM can have better performance than traditional PSNR on the LIVE database.
At present, the research on the flat image quality evaluation has made significant achievement, but
the research regarding stereoscopic image quality evaluation has certain challenge. In the method of
FR image quality assessment, such as the document [4–7], in which, You et al. [4] and others use the
method of FR image quality assessment to the method of flat image quality assessment directly in
the evaluation of stereoscopic image, but this kind of method cannot take the differences between 3D
image and flat image into consideration, which cannot fully imitate the complicate vision perception
mechanism of human, performance of evaluation is below the average. The document [6] puts forward
one type of FR stereo picture quality assessment model on the foundation of binocular energy quality
metric (BEQM) by studying the binocular competence, the influence of binocular visual perception
on the stereo image quality assessment is considered when they are producing this model, so it is
consistent with the subjective evaluation of stereo image, but it is not sufficient for this model to know
the binocular visual perception, and this model is relatively complicated, which is not suitable for NR
stereo image quality assessment. The document [7] puts forward a method of FR quality assessment
method based on colorful stereo image, due to the complex of human vision system, this method
has not had a reasonable vision model, in addition, FR stereo image quality assessment need gain
all the information of reference image, so this method has certain limitation. The document [8] No
reference quality assessment for stereoscopic images by statistical features. No-reference Stereoscopic
Image Quality Assessment Based on Binocular Fusion and Binocular Rivalry [9] and No-reference
stereoscopic image quality assessment based on deep feature learning [10]. The document [11] put
forwards a no-reference stereoscopic image quality assessment method based on wavelet transform.
The document [12] put forwards a method of NR stereo image quality assessment based on in-depth
learning, which firstly left and right views by Gabor filter, the statistical features of different sizes and
directions as the monocular, then according to the binocular competence feature of HVS, merge the
left and right views, extract the histogram with the fusion of direction and gradient as the binocular
feature, through deep belief network (DBN) to train regression model, and at last, predict the quality
scores of left view and right views and gain the quality score of the whole image by combining the
above two scores.

Deep learning has been succeeded in image identification, voice processing, understanding of
natural language, and other fields since the Hilton and Salakhutdinow were proposed in 2006. Using
the deep learning can solve the problem of stereo image quality assessment, but the biggest obstacle lies
on the mass data required in the course of training models. The requirement of such a large number of
data is because the machine will encounter enormous parameter in the learning. However, the relation
gained in one model training targeting at certain type of data can easily apply to different problems
in the same field, which can be called transfer learning [13]. This article is to transfer the quality



JNM, 2022, vol.4, no.3 127

assessment models of the flat image to the ones of stereo image, and achieved a great assessment
indicator.

2 Image Fusion and Phase Congruency
2.1 Image Fusion

Image fusion is to merge complementary information of two and more than two images into
one new image, fitting the visual perception of human more and more convenient for the image
to have further processing and analysis. This article applies image fusion algorithm [14] of PCA
(principal component analysis), which is a multidimensional orthogonal linear transformation based
on statistical feature. In the fusion, firstly take the left and right views of stereo pictures as the matrix
input, then transfer into one-dimensional vector X, Y, count covariance matrix of two according to
Eq. (1), secondly, take count the eigenvalue and eigenvector of covariance matrix, finally by comparing
the eigenvalue, confirm the fusion coefficient of image according to eigenvector, according to Eq. (2),

Cov (X , Y) =

n∑
i=1

(Xi − X)(Yi − Y)

n − 1
(1)

Cylopean = a ∗ left_image + b ∗ right_image (2)

In the formula, X, Y respectively represent serialization vector of left and right views, n represents
the length of vector.

According to the above calculation, select a random image pair from LIVE3D image library, carry
out the left and right views with PCA fusion processing, the effect is shown in the Fig. 1:

(a) left views

(b) right views 

(c) fusion image

PCA
fusion

Figure 1: Schematic diagram of PCA fusion about left views and right views in stereoscopic image

We can see from (a), (b), (c) in the Fig 1, the image after PCA fusion is a little vague and double
image visually, and other problems, this is because in the fusion of image, it not only collects the flat
information of stereo image, but also collects the in-depth information specific for stereo pictures. For
the convenience of extracting features of images, this article the left and right views of stereo image are
combined into one image by PCA fusion method.
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2.2 Phase Congruency
Phase Congruency (PC) is raised by Morrone et al. [15] and more people when they find that the

image features are always happened at the big overlapping area in the research of extracting the image
feature. This model is not affected by the change of contrast ratio of the image, and can have better
image visual perception when the luminance change, which is more suitable for the visual mechanism
of human. Its application in the image quality assessment also works well, such as in the document
[16,17], they use the PC in the image quality assessment, among them, [16] is first to conduct PC
conversion to distorted images, and get the images of PC, and images of PC with the largest and
smallest covariance, then calculate the gradient entropy of these three images and refer to the gradient
entropy and gradient mean value of images, finally through the training of GRNN, predict the quality
score of images; the document [17] is first to measure the distorted degree of distorted images in the
similarity of local subdomain through the PC of distorted images and reference images, use the mean
value and extreme value of PC of images in each subdomain as the weighted coefficient PC of images,
calculate the weighted mean of relevant coefficients of each subdomain, and get the prediction quality
of images.

Given I(x) is the one-dimensional signal, Me
n and Mo

n respectively represent even symmetric filter
and odd symmetric filter of n scale, the convolution of it and I can represent:

[en(x), on(x)] = [
I(x) ∗ Me

n, I(x) ∗ Mo
n

]
(3)

F(x) =
∑

en(x), H(x) =
∑

on(x) (4)

∑
n

An(x) =
∑

n

√
en(x)

2 + on(x)
2 (5)

So the calculated mode of PC of one-dimensional signal is as follows:

PC(X) =
√

F 2(x) + H2(x)

ε + ∑
n

An(x)
(6)

In it: ε is a relatively small positive number, to avoid the denominator to be zero, H (x) is one-
dimensional Hilbert transformation of F(x), it can also be used in the two-dimensional ones, the
calculated mode of PC is as follows

PC(x) =
∑

o

|Eo(x) − To|
∑

o

∑
n

Ano(x) + ε
(7)

In the E(x) = √
F 2(x) + H2(x); To represents noise compensating factor; ε represents a very small

positive number to prevent the denominator from being zero.

This article selects randomly one reference image and one distorted image from LIVE3D image
library, we can see PC can shake off the not important background information in the image the effect
is shown in the Fig. 2, remain the structure features of images well, it is easy to discover that structure
outline of (d) is more complicated than that of (b) from comparing (b) PC of reference image with
(d) PC of distorted image, with the reason that there are various distorted elements in the distorted
images, such as blur, noise, JPEG and JPEG2K compression, etc.
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(a) Reference image

(c) Distorted image

(b) PC of reference image

(d) PC of distorted image

Figure 2: Phase congruency of reference image and distortion image

3 Based on the Internet Frame of Transfer Learning
3.1 Transferring Learning

Transfer learning is to learn new field by using the knowledge you already had. The knowledge
used for transferring mainly include the transfer of data, feature and model parametric. Among them,
data transfer is to extract the data suitable for task two in the task one, and combine the other data
aiming at task two and one to get training; the feature transfer is to use the same features in the
old task and new task to the training and learning of new task; model parameter transfer, similar to
feature transfer, which not only transfers the feature into the similar tasks, but also the model can be
transferred, such as the document [11] transfer ImageNet network structure. Transfer learning can put
the trained model in the small new dataset and similar tasks, which can be used in small-scale dataset,
and reduce the training time as well, mostly important, it works well.

LIVE3D stereo picture dataset has 725 pairs of distorted images, which are typical small training
samples, it is not easy to have good performance index with these samples to train deep Convolutional
Neural Network (CNN). The lab used the expanded 80 thousand flat distorted image a few days ago
to train a flat quality evaluation model of good performance in deep CNN. This article transfers this
flat model in the stereo picture quality evaluation using the technique of transfer learning, continuing
to train stereoscopic distorted image on the trained model parameter, change of the Solver parameters
test_iter from 1000 to 500, learning rate base_lr change from 0.01 to 0.001.

3.2 Network Architecture of CNN (Convolutional Neural Network)
CNN is one of widely used models in deep learning, which is developed from multilayer percep-

tron, designing for image identification and other problems originally. But now CNN is used widely
on the image and video fields, and sound signal, textual data, etc. CNN normally is comprised of
several convolutions, and the image extract the local features of each image in convolution through
filters of different convolution cores and bias, every convolution core can reflect a new image, then
output result of filter in the convolution cores are activated by non-linear activation function, finally
the pooling function are done for the result of activation function (i.e., down sampling). In most
practical circumstances, choosing the features by hand is not stable to a large extent, and waste time
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and energy. CNN just overcome these weaknesses, the weight of CNN is similar to the traditional BP
neural network, all of them use backward propagation, so CNN can be directly to deal with input
image, avoiding complicated preprocessing of the images. The big advantage of CNN is the sharing
of weights, shrinking the parameter of neural network, which can prevent overfitting and makes the
model of neural network easier.

This article uses the Caffe frame [18], refers to AlexNet [19] network architecture, uses the model
parameter that already trained on the flat library, the network models transferred in the article is a
convolution neural network containing 4 convolution layers and 2 fully connected layers (FC layer),
and use built-in Euclidean Loss Layer in Caffe to solve the regression problem the effect is shown in
the Fig. 3. Euclidean loss calculation methods are seen in Eq. (8):

Eloss = 1
2N

N∑
n=1

‖Yn − yn‖2
2 (8)

Figure 3: The network architecture

In it, Eloss represents loss value, Yn represents prediction values of (N ∗ C ∗ H ∗ W ) as the shapes,
yn represents the original value of (N ∗ C ∗ H ∗ W ), N represents the number of images, C represents
the number of image channels, H represents the height of image, W the width.

In this article we use Rectified Linear Units (ReLUs [20] to replace traditional Sigmoid and Tanh
as for activation functions, the document [19] has certified that in the deep training of CNN, the use
of ReLUs is many times faster than the use of Tanh.

4 Experimental Result and Performance Analysis
4.1 Experimental Database

This article selects the LIVE3D image database [21] Phase I and Phase II released by University
of Texas at Austin, among them, Phase I database has 20 pairs of reference images, 365 pairs of
distorted images totally, with each pair of the image containing left view and right view of symmetrical
distortion. The distorted type includes JPEG compressed distortion, JP2K compressed distortion,
white gaussian noise (WN), Gaussian Blur (BLUR) and fast fading (FF) distortion; Phase II database
includes 8 pairs of reference images, the difference of Phase I and Phase II database is: Phase II
distorted image library contains symmetrical distortion and asymmetrical distortion, and the left and
right views are spliced together for storage. The distribution of LIVE3D image library can be seen in
Tab. 1:
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Table 1: The type and quantity of image distortion in database of phase I and phase II

Database Reference image Distorted image JP2K JPEG WN BLUR FF

Phase I 20 365 80 80 80 45 80
Phase II 8 360 72 72 72 72 72

Select 80% of images from Phase I and Phase II distorted image libraries respectively as training
set in the experiment of this article, 10% of verification set and 10% of test set, with no overlapping
between test set and training set. The image block conversed by phase congruency as input in the course
of training. The final prediction score of image quality is gained by obtain the average scores of all the
subblocks of each image. For the convenience of processing data, this article normalize formula min-
max for Difference Mean Opinion Score (DMOS) that the dataset presents, DMOS value is difference
quality mean score of reference image and distorted image, the large the DMOS value, the large the
degree of image distortion.

Xnorm = X − Xmin

Xmax − Xmin

(9)

Among them, Xnorm is the data after normalization, X is original value, Xmin and Xmax are the
minimum value and maximum value of original value.

4.2 Performance Index of Quality Evaluation
In order to measure the property of objective image quality evaluation method, the objective

prediction score and objective evaluation of images need to be compared, at present days, the
correlation of objective prediction value and objective evaluation are detected by Linear Pearson
Correlation Coefficient (LPCC) and Spearman Rank Order Correlation Coefficient (SROCC). See
Eqs. (10) and (11):

LPCC =
∑N

i=1

(
Xi − X

) ∗ (
Yi − Y

)
√∑N

i=1

(
Xi − X

)2 ∗
√∑N

i=1

(
Yi − Y

) 2

(10)

In (10): Xi and Yi represent objective evaluation value and subjective prediction value of I image
respectively, X and Y mean value of objective evaluation value and subjective prediction value, N
represents the number of images. LPCC evaluate the precision of prediction, that is degree of accuracy,
value range is within [0, 1], the closer to 1, the higher the degree of accuracy is, vice versa, the lower.

SROCC = 1 − 6
∑N

i=1 d2
i

N (N2 − 1)
(11)

In (11), N represents the number of images, di represents the difference between the objective evalu-
ation value and subjective prediction value of image. SROCC evaluate the monotonicity of prediction,
the value range is within [−1, 1], The absolute value is close to 1, the better the monotonicity.

4.3 Experimental Result and Analysis
To verify the effectiveness of the methods in the article, compare the experimental results on the

LIVE3D, relatively new methods of FR image quality evaluation method with NR ones, the Tabs. 2–5
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represent result comparison of different methods FR and NR stereo picture quality evaluation on the
Phase I and Phase II image library. The models in this article are mainly targeting at JPEG, JP2K, WN,
Blur, FF and various distorted types, we can see the methods in the articles are better than other stereo
image quality evaluation model from the Tabs. 2–5. We can find from the documents [4–7] and the
documents [9–12] that these evaluation models are mostly aiming at distortion of single type, having
bad effect on the 5 distorted types combined. In the real life, the distorted image cannot always be
pointed out clearly which type of distortion can be, this article, through carry outing comprehensive
training on these 5 distorted types of JPEG, JP2K, WN, Blur, FF, no need to extract the inspection
figure, structure features, high-frequency energy, and others of stereo image, we can see LPCC is
obviously excel other evaluation model overall. But the models have a better evaluation effectiveness
of JP2K, WN, Blur, FF of distorted types than JPEG distorted types, excel other stereo image quality
evaluation models by and large.

Table 2: Comparison of LPCC results of different stereo image quality evaluation algorithms in phase
I image database

Model method JP2K JPEG WN Blur FF ALL

Document [4] FR 0.942 0.659 0.945 0.948 0.804 0.919
Document [5] FR 0.877 0.487 0.941 0.919 0.730 0.930
Document [6] FR 0.916 0.634 0.943 0.941 0.785 0.916
Document [7] FR 0.923 0.656 0.941 0.951 0.840 0.924
Document [9] NR 0.977 0.877 0.974 0.973 0.920 0.950
Document [10] NR 0.951 0.811 0.963 0.961 0.870 0.895
Document [11] NR 0.941 0.576 0.939 0.950 0.736 0.926
Document [12] NR 0.979 0.915 0.950 0.954 0.912 0.944
Model of this paper NR 0.982 0.720 0.976 0.960 0.975 0.949

Table 3: Comparison of SROCC results of different stereo image quality evaluation algorithms in
phase I image database

Model method JP2K JPEG WN Blur FF All

Document [4] FR 0.921 0.666 0.948 0.928 0.779 0.923
Document [5] FR 0.860 0.439 0.940 0.882 0.588 0.924
Document [6] FR 0.895 0.558 0.948 0.926 0.687 0.915
Document [7] FR 0.875 0.614 0.943 0.937 0.781 0.921
Document [9] NR 0.957 0.950 0.963 0.911 0.890 0.961
Document [10] NR 0.909 0.767 0.921 0.867 0.820 0.891
Document [11] NR 0.886 0.555 0.914 0.880 0.667 0.912
Document [12] NR 0.950 0.867 0.929 0.969 0.887 0.937
Model of this paper NR 0.951 0.738 0.800 0.933 0.900 0.892
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Table 4: Comparison of LPCC results of different stereo image quality evaluation algorithms in phase
II image database

Model method JP2K JPEG WN Blur FF ALL

Document [4] FR 0.887 0.405 0.961 0.942 0.861 0.731
Document [5] FR 0.905 0.830 0.912 0.784 0.915 0.774
Document [6] FR 0.842 0.842 0.960 0.965 0.909 0.906
Document [7] FR 0.837 0.750 0.849 0.827 0.880 0.758
Document [9] NR 0.951 0.955 0.960 0.980 0.963 0.900
Document [10] NR 0.875 0.796 0.956 0.949 0.911 0.880
Document [11] NR 0.918 0.717 0.950 0.976 0.938 0.905
Document [12] NR 0.901 0.964 0.914 0.934 0.901 0.915
Model of this paper NR 0.933 0.847 0.969 0.982 0.947 0.943

Table 5: Comparison of SROCC results of different stereo image quality evaluation algorithms in
phase II image database

Model method JP2K JPEG WN Blur FF ALL

Document [4] FR 0.886 0.501 0.956 0.900 0.859 0.690
Document [5] FR 0.894 0.795 0.905 0.813 0.891 0.720
Document [6] FR 0.833 0.839 0.955 0.909 0.889 0.901
Document [7] FR 0.847 0.719 0.845 0.800 0.850 0.745
Document [9] NR 0.970 0.898 0.983 0.837 0.901 0.890
Document [10] NR 0.842 0.693 0.925 0.879 0.933 0.880
Document [11] NR 0.913 0.731 0.931 0.919 0.944 0.890
Document [12] NR 0.954 0.886 0.901 0.920 0.904 0.901
Model of this paper NR 0.954 0.894 0.906 0.894 0.904 0.937

5 Conclusion

This article puts forward a NR stereo picture quality evaluation model based on transfer learning,
integrate the left view with the right view through PCA, and applies training features of CNN and
regression models among image DMOS values, which effectively increase the performance of image
quality evaluation model. Different from traditional learning, this article trains the progression model
of stereo picture by trained parameter in the flat image library through transfer learning, overcoming
the disadvantages of extracting features by hand, poor generalization ability and others in traditional
machine learning. The experimental result shows that the models in this article is superior to some
existing stereo picture quality evaluation model, but they are not effective on the JPEG distortion
type, need improving, additionally, as for the convolution neutral network parameter setting of in-
depth learning need further study.
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